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ABSTRACT
Account takeover is a form of online identity theft where a fraudster
gains unauthorized access to an individual’s account in a given
system. Depending on the system, this unauthorized access can
lead to severe consequences of privacy breach and financial loss
to the victims, to the companies that maintain the system and to
other users. In this paper, we present the work done in order to
prevent and detect account takeovers at mobile.de, an online vehicle
marketplace. To tackle the prevention problem, we first present a
behavioral analysis of how fraudsters operate, and implemented a
mutual two-factor authentication that achieved a reduction of 43%
of account takeovers. To tackle the detection problem, we introduce
a concept drift sensitive machine learning training approach that
was able to improve our baseline methods by 18% in detection rates.
The automatic detection reduced the exposure of fraudulent listings
by 69%, resulting in a safer marketplace for buyers and sellers.
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1 INTRODUCTION
Mobile.de is Germany’s largest vehicle marketplace online. Every
day, thousands of online listings are posted by users seeking to sell
their vehicles.Mobile.de’s folksonomy can be summarized in 2 main
entities, namely users and listings (a vehicle ad), wherein users are
classified in buyers and sellers. Further, there are essentially two
types of sellers: private sellers and professional sellers (car dealers).
A private seller is the regular user that owns a car and would like
to advertise in the platform for potential buyers, while professional
sellers are those users that usually represent a physical vehicle
dealership. For simplicity, in the rest of this paper we will identify
the latter as “dealer”.

It is very important to mention that dealers are paying customers
ofmobile.de - each dealer has a contract withmobile.de. As of March
2019,mobile.de has over 40,000 active dealer accounts. They are one
of the main contributors for mobile.de’s revenue as well as listing
inventory (around 70% of the listings are dealer’s listings). With
that in mind, it is very important that mobile.de does its best to
protect these customers against malicious attacks that try to take
advantage of the business model and the system in place.

Fraud fighting is a segment of risk management. In online mar-
ketplaces such as mobile.de, fraud can occur in different forms,
implying different risks. For example, persons who: abuse the sys-
tem by creating several accounts; use the system to publish listings
that are explicitly forbidden in the General Terms and Conditions;
enter false information in their listings; are debtors; and the prob-
lem tackled in this paper, a person who impersonates another user
with stolen credentials namely Account Takeover (in the rest of this
paper we identify it as ATO).

There are several layers of fraud fighting depending on the sce-
nario. In the ATO scenario, we have basically three layers: Preven-
tion, Detection and Enforcement. As a general rule, a system must
try to prevent fraud, in case it happens it should be able to detect
it, and once it is detected it must enforce certain actions such as
exiting the malicious actor from the system. Prevention is the end-
goal, however as counter-intuitive as it may sound, you cannot
implement prevention before having detection in place. The reason
is simple, you cannot build prevention until you know what you
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are trying to prevent, and the only way to find out is by detecting
fraudulent events.

In this paper, we describe our work to mitigate account takeovers
in two different layers. First, the prevention case, where the chal-
lenge in hand is to stop a fraudster before he is able to take over the
account of a customer. Second, the detection case, where the chal-
lenge is to detect and suspend a compromised customer account as
soon as possible (enforcement), ideally, before any damage is done.

In this paper, we will thoroughly describe all the aspects of fraud
events in the account takeover use-case. First, we present a sum-
mary of related work and compare them to our work. Next, in
Section 3, we describe how fraudsters operate. After that, in Sec-
tion 4, we describe our initiatives in order to tackle the prevention
aspect of account takeovers, together with its outcomes. in Sec-
tion 5, we tackle the detection aspect, including data analysis, feature
engineering, machine learning modeling strategy and results. In
Section 6, we list the most important learnings and implications of
our work, providing guidelines for other systems facing the same
risks. We finalize our paper with an outlook, drawing our next steps
to improve our fraud fighting mechanisms in Section 7 and our
conclusions in Section 8.

2 RELATEDWORK
In recent attempts to mitigate account takeovers, Marforio et al. [16]
evaluate the effectiveness of personalized security indicators. Basi-
cally, they evaluate the effectiveness of personalized login pages
in supporting users to identify spoof ones. The idea behind is that
users are able to configure how their login pages should look like.
Unfortunately, we see two problems in this approach. First, the per-
sonalized page can be replicated by the spoof website. Fraudsters
at mobile.de aim at specific dealers, and due to the nature of the
business, they are able to get contact details of each dealer and the
dealers’ system identification number. By attempting a login with
these information, a personalized login page would be displayed
to the fraudster. Personalized login solutions only work when the
attacker does not have information on the victim. Second, as the
authors mentioned in their paper, users are inclined to trust when
the personalization announces a failure or maintenance. This is
a workaround that could be easily reproduced in spoof websites.
Our solution also requires diligence from the user, however the ran-
domization of the security indicator cannot be replicated on online
middleman attacks, and provides a more robust mutual two-factor
authentication.

In a similar effort to address the pre-payment scams, Edwards et
al. demonstrate that a semantic analysis of the content of messages
exchanged between fraudsters and victims, can be automatically
classified with a very high confidence [9]. There are a few differ-
ences that make our scenariomore complex. On the scams described
by Edwards et al., most of the persuasion stages applied by fraud-
sters require specific approaches (and specific choices of words) to
build trust. At mobile.de, trust already exists. The buyer believes
that he is negotiating with a legitimate dealer, and the nature of the
messages exchanged on fraud-deals and legitimate-deals are very
similar. Second, most of the negotiation happens offline, and the pre-
payment persuasion happens over the phone or by email, channels
which are out of the control of our fraud detection systems.

Other existing solutions, which virtually eliminates account
takeovers, is the use of external hardware such as Yubikeys1 or
smart-cards. The effectiveness of Yubikeys have been studied and
proved [15]. Also, smart-cards have been extensively studied [24,
27], evaluated [23, 24] and improved [25], however in our scenario,
the adoption of these solutions is very limited when not enforced.
Atmobile.de, dealers are strongly against any solution that involves
an additional piece of hardware or device. They use mobile.de as a
working tool and it is unacceptable to be locked out of the system
if they do not have the two-factor authentication device in hand.
Further, in many cases, sales agents who interact with mobile.de’s
website, do not have the access or permission to plug external
devices in their working machine. Thus, our work focuses on pro-
viding a solution that not only tackles the problem, but it is also
accepted and adopted by users.

To the best of our knowledge, Abdallah et al. [2] provide the
most complete overview on tackling the fraud detection challenge.
In this paper, we applied several of the learnings and introduced a
time shifting training approach to integrate concept drifting. Sev-
eral works have proposed techniques to incorporate concept drift in
fraud detection scenarios: Cross-validation decision tree ensemble
methods that handles concept drift [11], mining concept drifting
data streams using weighted ensemble classifiers [26] or adaptive
model that addresses fluctuation and evolution on users behav-
iors [19]. Our solution is closely related to the work proposed by
Fan [11], as we incrementally introduce past data to improve the
model detection. The main difference is that we do not need to
perform cross-validation to mine the concept drift. We assume that
the concept drift, if there is any, is already represented in the most
recent part of the data which is used for testing, resulting in a
simplified, yet effective solution.

3 ACCOUNT TAKEOVER - THE ANATOMY
Mobile.de does not control transactions between buyer and sellers.
It is a "matchmaking" platform that bridges the gap between the two
sets of entities. Once a buyer contacts a seller (in sales terminology a
"lead"), the system’s job is basically done. Further contacts between
the parties, negotiations, product (vehicle) verification, paperwork
and payment are all done offline. Given this setup, the first question
that comes to mind is "How does a fraudster profit from taking over
sellers’ accounts?". A fair question that has a very simple answer:
pre-payments (also known as advance-fee scam).

Once the fraudster has taken control of a dealer account, his
goal is to get as many leads as possible, as fast as possible, before
the owner of the account (or the system) identifies that a breach
has happened. To achieve this, fraudsters take a series of lead-
boosting steps. They upload listings of high-demand vehicles into
the marketplace, they set a very low yet reasonable price for the
vehicles and they book pay-per-use features of the system that
increase the visibility of the listing in the platform (e.g. top of the
page ad, or first page ad, among others). Last but not least, they
make sure to add new contact information in the dealer account or
in the listings. If all these steps are done undetected by the system,
the bait is set, and for a few minutes or hours, potential buyers start
to contact the fraudster.

1https://www.yubico.com/
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Since every aspect of the listing looks legitimate (the website,
the dealer and the vehicle), buyers lower they guard and contact the
fraudster, who impersonates a legitimate seller. During the contact,
via email or even phone call, the social engineering begins. Research
into social engineering [18] showed that the attacks often follow a
simple process: gather information about the target, develop and
exploit a trust relationship, and utilize the gathered information.

In our case, the fraudster convinces the potential buyer (now a
victim) that the vehicle is a once-in-a-lifetime deal, however he has
already several other interested buyers, and to hold this vehicle for
the victim, he requires a deposit of a certain amount of money as pre-
payment. Many times, the victim has already been in contact with
the real dealer, maybe even knows the physical location, which
increases his trust and confidence on the on-going negotiation.
Convinced, the victim transfers the money to the fraudster and the
damage is done.

Once the victims finally realize their mistake, they contact mo-
bile.de’s customer support and report the case. The previous para-
graphs are a summary of these unfortunate reports. Monthly, there
are very few cases that reach this point, however, the total monthly
loss can go up to thousands of Euros.

3.1 Phishing and Spoofing
Fraudsters steal dealers’ credentials with spoof websites. These
websites are indistinguishable from mobile.de’s login page, except
by the URL address. If any dealer enters his credential in a spoof
website, his account at mobile.de is compromised. To get dealers
to do so, fraudsters contact the dealer themselves with phishing
emails, and more effectively, with SMS messages containing a link
to a spoof website. They send dealers a message, pretending to be
from mobile.de, saying that they must log in as soon as possible
to verify their account or there will be some consequence to their
online inventory. Unadvised, the dealers access the spoof website
and provide their credentials. As a rule, dealers are very easy to
contact. They always have their emails and phone numbers (many
times mobile numbers) available on their listings.

Customer support at mobile.de has reported several dealers, vic-
tims of SMS phishing, simply because on a mobile device it is much
harder for the user to identify a spoof URL. Whenever a spoof web-
site is reported, customer support triggers the legal department
which contacts the spoof website host and is able to take it down
once the case is verified.

3.2 Increasing Spoof Website Longevity
We have mentioned that mobile.de’s customer support and legal
teams are able to contact the spoof website hosts, and in short time,
take them offline. These websites are detected from the complaints
coming from dealers that were victims of phishing. The exact pro-
cesses and steps required for taking down a spoof website is out of
the scope of this paper. To give an idea of the scale of the problem,
in 2017 and 2018 we detected and reported respectively 133 and 109
spoof websites. Almost every month, 10 different websites trying
to mimic mobile.de are reported.

Our investigations revealed a new trend that started in 2017,
that extended the online time of certain spoof websites. Instead of

creating a whole new page and domain, fraudsters were hacking ex-
isting pages of legitimate small business, blogs, etc, and adding the
spoof mobile.de login page into it. We have found a few legitimate
websites with WordPress2 infrastructure that contained subfold-
ers hosting these malicious pages. Additionally, several of these
webpages had a HTTPS certificate, which theoretically increases
their trustworthiness. In cases like this, the process to put the spoof
pages offline takes longer. The host does not simply remove access
to the website. Instead, the owner of the website is contacted to fix
the problem, and it is reasonable to assume that small businesses
do not self maintain their websites. Thus, they also need no contact
their webmasters. With many parties involved and with the natural
delay in communication and execution, the spoof pages remain
online for longer, and each minute longer increases the chances of
new account takeovers.

A common approach to protect users’ accounts is the use of two-
factor authentication. In most cases, the two-factor authentication
would be able to solve the problem, preventing fraudsters to login
with the users’ stolen credentials. Although mobile.de has such
level of security in place for many years, a committed fraudster can
easily bypass that.

3.3 Bypassing two-factor authentication
In order to bypass two-factor authentication, fraudsters perform an
online middleman attack. What we describe as middleman attack,
goes in the same direction of what Bursztein et al. described as
“manual hijackers" [8], a type of attack where fraudsters spend a
significant non-automated effort to accomplish the wrongdoing.
First the spoof website is configured to redirect the user to a spoof
TAN-validation page after the victim enters the credentials. While
the victim is waiting for an SMS in the spoof website, the fraud-
ster, who already has the user-password combination of the dealer,
quickly accessesmobile.de on his own device and tries to log in.Mo-
bile.de systems detect a login attempt in the account and redirects
the fraudster to the two-factor authentication page where he must
now enter a TAN number. Mobile.de sends the TAN verification
number to the dealer, who is expecting one at that moment. The
dealer receives the SMS with the TAN and enters it in the spoof
website. At this point, the TAN is sent to the fraudsters, who can
effectively take over the dealer’s account.

Since we are dealing with an online middleman attack, which
means that the fraudster is in standby mode waiting for the vic-
tim, any other two-factor authentication method that does not
effectively validate the device which is trying to login, would also
fail. Email, PingID3, Google Authenticator4, etc. . . have the same
drawback: the fact that the victim is not aware that the two-factor
authentication request that he is about to authorize is not his own
request, but a request started by the fraudster.

Over the years, our fraud-fighting team at mobile.de has gained
knowledge on how spoof websites operate by investigating them.
Although fraudsters are tech-savvy, they rarely protect their own

2http://wordpress.com/
3https://www.pingidentity.com/
4https://www.google.com/landing/2step/
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spoof websites. In some of them, we were able to inspect the server-
side code of PHP pages that implements the behavior we just de-
scribed. A simple piece of code, gets the submitted values (user_id-
password) and sends via email to a given address. Thus, when the
credential is submitted, an email and an alert is sent to the fraudster
himself to initiate the online middleman attack.

3.4 Timing the attack
Once the dealer account has been breached and the fraudster is
logged in, one would expect an accelerated approach, where the
fraudster would try to do most of his actions as fast as possible
before he is detected. However, the most common modus operandi
taken by fraudsters is a stealth approach.

Fraudsters stay logged in for several hours (even days), unnoticed,
waiting for the right moment to attack. If no action is performed, the
dealer, the users, customer support, and the system have no clues
that something is happening. So far, only the login event happened,
and that was approved by the dealer via two-factor authentication.

We have previously mentioned the next steps of the fraudsters –
modifying contact information, publishing/editing attractive list-
ings, and booking lead-boosting features. In our analysis of past
account takeovers cases, we have identified and correlated two
main factors that seem to influence the time chosen for the fraud-
ster to start interacting with the system. Mobile.de’s web traffic
volume and customer support working hours. The highest volume
of users at mobile.de is in the evening, after working hours (be-
tween 7pm and 10pm). This is the time where most users access
marketplaces, significantly increasing the amount of users that see
the the fraudlent listing before the system or the dealer can detect
it.

4 PREVENTING ACCOUNT TAKEOVER
The most effective and preferable way to eliminate the account
takeover problem is to prevent it before it happens. The costs to
deal with it afterwards are significantly higher in terms of processes.
For example, when an account is compromised, there are several
steps that require attention such as: restoration of the dealer’s
inventory, restoration of dealer’s profile information, complete reset
of all credentials associated to a customer account, data rollback,
reimbursement of charges done in the dealer accounts, and finally,
the reactivation of the account.

On the other hand, if an account takeover attempt is detected
before it happened, i.e. the prevention of it, the only necessary
action of the system is to reset user credentials to reinforce security.

Unfortunately, there is not much a system can do to prevent that.
The only event that produces any useful data is the login-attempt
which conveys very little information about the user behind it. Thus,
a solution must be implemented on a higher level of abstraction,
and in our case is the two-factor authentication itself.

To tackle the prevention of account takeovers we implemented
a mutual two-factor authentication. The mutual two-factor authen-
tication allows the system to validate the user and allows the user
to validate the system.

At the TAN validation page of mobile.de the user is faced with a
randomly generated keyword. More specific a pair of a car-make
and a car-model. Each login attempt gets a different make-model

Figure 1: Mobile.de TAN validation login page.

Figure 2: Mobile.de SMS message sent to a dealer.

combination displayed on the interface. Figure 1 depictsmobile.de’s
TAN validation page, where the user is presented with the randomly
generated keyword “KIA Besta”. At the same time, the user receives
an SMSmessage (Figure 2), containing the same keyword. He should
enter the TAN code given in the SMS only if he sees the keyword
on the page.

If instructions are properly followed, this should eliminate the
middleman attacks. In middleman attacks, when the dealer enters
the credential on a spoof website, hemust be immediately redirected
to a spoof TAN validation page. However, this page will not contain
the randomly generated keyword that will only be available once
the fraudster tried to login on mobile.de with the stolen credentials.

In addition to that, to prevent scripting in this middleman attack
procedure, the user interface prevents the typing of the code. It
must be clicked on the displayed keypad where the numbers are
also randomly shuffled. This implementation was effectively rolled
out in May 2018. Figure 3 depicts the volume of dealer’s account
takeovers 12 months before, and 12 months after the release of
this implementation (we normalized the numbers, dividing them
by the maximum observed value). Comparing before and after the
implementation, we see a reduction of ATO cases by 43%.

This mutual two-factor authentication was the only major im-
plementation to tackle ATO prevention (together with a few dealer
education initiatives), and we reasonably assume that it was the
main contribution for this reduction in ATO cases.

Nevertheless, the number of ATOs is still higher than we would
like, and no matter how sophisticated our tools are, user behavior



Figure 3: Normalized volume of dealer account takeovers
per month (all numbers were divided by the maximum ob-
served value).

and education plays a significant role in preventing malicious ac-
tivities. We recurrently inform dealers (through mailing lists and
in-person training) about the existing risks on the internet, and
how they should be aware of protecting their accounts.

Our educational campaigns efforts are in line with the findings
of Shay et al. [22]. They have demonstrated that users acknowledge
some responsibility for keeping their accounts secure, and that
their understanding of important security measures is incomplete.
Unfortunately, that is not trivial, and previous literature has shown
limited patience and cooperation of users for security measures [3,
5].

Often, users do not read the content of the SMSmessages entirely,
and simply rush to enter the TAN into the verification page. We
have tried to mitigate this problem by carefully designing the SMS
message in a way that the TAN code is at the end of the message.
With this design, mobile devices that provide messages previews of
the first N characters of the message, will not include the TAN num-
ber, forcing the user to open the message and hopefully noticing
the unique mutual verification keyword.

Since every system, includingmobile.de, will always have inatten-
tive users that are potential victims of scams and account takeovers,
we must also tackle the next problem in hand, i.e. detecting ATOs
once it has already happened.

5 DETECTING ACCOUNT TAKEOVER
Identifying when an account has been hijacked is a result that in
time will eventually happen. The owner of the hijacked account,
or other users who use the system and interact with this account,
will be able to identify it. The real challenge is to detect an ac-
count takeover as soon as possible, i.e. automatically. To achieve
this goal, we deployed a machine learning, multi-variate Bernoulli
Naive Bayes [17] model that, for each dealer-listing event, com-
putes a score of the likelihood that this dealer account is under the
control of a fraudster. The whole work consists of data gathering,
feature engineering, model training, persistence, and finally real-
time predictions. This machine learning model was rolled out in

March 2018 in order to replace a legacy rule-based fraud detection
implementation.

5.1 Data overview
The foundation of a good fraud detection mechanism is based on
the data available and how we can smartly derive relevant features
out of it. In this section, we will as much as possible, provide all
information necessary for the reader to understand our detection
system, but we will deliberately omit details that could potentially
provide information on how to circumvent the system. We cat-
egorize the data we used in our machine learning in four main
groups:

• Dealer login: these data sources include information of
login events of the dealers. It contains data points such as
device fingerprint, browser info, IP address, request status
(success, failure), timestamps, etc. In average, we observe
around 85,000 dealer login events on a daily basis. From
these events we are able to engineer features that describe
the dealer login behavior: how often each dealer logs into the
system, duration of sessions, preferable day of the week, time
of the day, devices used, and so on. With these information,
we are able to support our detection method in identifying
out of the ordinary login events in a dealer account.

• Dealer inventory: these data sources contain information
of the dealer usual inventory. For example, some car dealers
only deal vehicles of a certain price range, or from a particu-
lar car producer. Some other dealers only deal new cars (near
zeromileage), different from other dealers specialized in used
cars. These data help to identify whenever an unobserved
outlier vehicle enters the inventory of a given dealer.

• Dealer behavior: In mobile.de, there are different meth-
ods that a dealer can use to upload a listing: using service
providers, manual uploads, using an API or importing from
different sources or file types. We combine this information
with other data points to build the regular dealer behavior
model. It describes how often dealers add new listings, how
fast they do it, which channels they use, and when they do
it. We additionally include other actions such as booking of
pay-per-use features that increases listing visibility. Previous
works have demonstrated the effectiveness of characterizing
users’ behavioral patterns, and leverage this knowledge to
later detect compromised accounts [10, 20].

• Listings make-model: These data contain the profiles of
vehicles. Given a vehicle and the whole set of the its features,
together with some additional metadata such as mileage,
vehicle condition, location, we are able to estimate the price
or any of the vehicle’s feature. In addition to that, we have
estimations of demand on each vehicle type. This supports
the detection system in identifying suspicious outliers. In a
very simple example, the system can detect when a given
vehicle is too cheap, aiming at attracting more leads.

At the end, we have a total of 27 top-level features that we use
to predict the probability that a listing of a dealer was uploaded or
modified during an account takeover.



Figure 4: Distribution of legitimate listings and ATO listings
per hour of the day.

Figure 5: Distribution of legitimate listings and ATO listings
per day of the week.

5.2 Data Analysis
We conducted several analyses in each of the features used in our
model. In this subsection, we list a few (most interesting) examples
that depicts some of the relevant features used to detect account
takeovers. As we have previously mentioned, fraudsters have par-
ticular times when they perform the attacks. Figure 4 clearly depicts
this behavior. We can see that non-ATO listings are uploaded more
often during working hours (between 8:00 and 18:00), and ATO
listings are more likely to come online at late hours (between 18:00
and 1:00).

Figure 5 shows the same phenomenon for day of the week: On
Sundays only around 5% of non-ATO listings are published, in
contrast to around 20% of the ATO listings. We have mentioned
that SMS phishing is more effective due to design factors of mobile
devices.We knowwhich phone number dealers expose to the public,
and can distinguish between mobile and landline numbers. Figure 6

Figure 6: Distribution of legitimate listings and ATO listings
per phone type (mobile or landline)

Figure 7: Distribution of legitimate listings and ATO listings
per car make (make names have been anonymized).

clearly depicts this occurrence, showing that 80% of ATO listings
insertions happens on dealer accounts which have their mobile
phone number exposed to the public.

Further, we looked at characteristics of the listings to learn pre-
dictive features. For example, Figure 7 shows the distribution of non-
ATO and ATO listings in different vehicle manufacturers (makes)
and more specifically, on make-models (Figure 8).

Another important discriminative feature (not depicted) is the
price distribution of non-ATO and ATO listings. We know that ATO
listings are usually assigned with a more attractive (lower) price,
and this is validated in the observation of the data.



Figure 8: Distribution of legitimate listings and ATO listings
per car make-model. Each pair of columns represents a ve-
hicle make-model.

From each feature analysis5, it is possible to understand the
impact of it on fraud detection and estimate a fraud probability, a
task performed during the training of the model.

5.3 From Rules to Machine Learning
For decades, services providers have been tackling the fraud de-
tection challenge with rule-based approaches. Up to date, several
financial institutions and online websites, still apply static rule-
based checks to detect whether a user or a transaction is malicious.
A lot of time must be invested to evaluate rules’ performance with
recurrent analysis, fixing weights, orders and exceptions.

Nevertheless, these rules can be reverse engineered by the fraud-
sters, bypassed, and become obsolete. Today, several companies
struggle with legacy fraud check implementations, where new tech-
nology demands the implementation of new rules, which in some
cases can contradict each other. In rule-based implementation, one
solution to retire old rules is to constantly monitor their individual
performance (e.g. precision and recall).

In our case, we have decided to convert these rules into features
that could be used by the model, and we allowed the model to
decide the features’ importances.

For example, one common scenario is when a login is performed
from a country that is different from the user’s registration country.
A simple rule would have to choose between flagging this event
(with a given weight, or enforcement) or let it pass. In our work,
we converted our legacy fraud check rules into features. In this
example, the feature would be a Boolean value describing if the
“login country matches registration country".

5.4 Evaluation Different Models
As previously mentioned in the beginning of this section, we de-
cided for a multi-variate Bernoulli Naive Bayes model. There are
several other machine learning models that one could use to achieve
similar or better results. We have experimented and compared test
results of the Bernoulli NB model with others (Random Forest[7],

5Futher analyses were left out due to space limitations and to prevent the risk of
providing information on how to circumvent our detection model.

Table 1: Evaluation results of different machine learning
models for ATO detection in dataset 1 (56 days of data from
01/03/2019 until 26/04/2019)

Model Precision Recall F1
Categorical NB 0.76 0.94 0.84
Random Forest 0.85 0.67 0.75
Gradient Boosting 0.86 0.67 0.75
Linear SVC 0.76 0.78 0.77

Table 2: Evaluation results of different machine learning
models for ATO detection in dataset 2 (56 days of data from
05/05/2019 until 30/06/2019)

Model Precision Recall F1
Categorical NB 0.62 0.86 0.72
Random Forest 0.67 0.47 0.55
Gradient Boosting 0.85 0.59 0.70
Linear SVC 0.95 0.73 0.83

Gradient Boosting[12] and Linear SVC[14]) in terms of precision,
recall and f1-score in two different datasets (see Table 1 and Table 2).

The selection of which model to roll out was given by a combi-
nation of factors: explainability, implementation effort and perfor-
mance.

Each time the model detects that a dealer account is under the
control of a fraudster, this account is suspended, all listings are
put offline, and a case is opened for costumer support to manually
evaluate it. Given the fact that human agents are evaluating the
output of themodel, explainability of results plays an important role.
Wemust provide a model that supports the customer support agents
to understand why exactly a dealer and a listing was predicted as
an ATO case. Also, the Bernoulli NB model implementation was
the most convenient, to fit our currently existing infrastructure.

Finally, our performance evaluations showed that Bernoulli Naive
Bayes was indeed performing better than the other models tested.
The ATO detection with Bernoulli Naive Bayes model was rolled
out in March 2018. Shortly after its release, our first evaluation
shows (in test results) that in fact the model was performing better
than others (see Table 1). However, a few months later, we noticed
that the performance was decreasing (Table 2), and we attribute
this to the change in behavior of fraudsters, i.e. the concept drift.

5.5 Capturing Concept Drift
In fraud fighting scenarios, one common challenge is that fraudsters
change their behavior to adapt to the security checks of the system
they are trying to breach. This phenomenon is known as concept
drift [1, 13]. That is the main reason why rule-based approaches for
fraud detection do not maintain an acceptable level of performance
for long periods of time. Rule-based fraud detection can be easily
reverse-engineered and learned by the fraudster through exhaustive
try-fail approaches.

Machine learning models which fail to self-update (re-train) on
a regular basis are also at risk. To prevent that, we train our ATO



Figure 9: Concept drift sensitive model training strategy.

Figure 10: Normalized distribution of Bad Page Views (BPV)
on dealer listings per month. In order to omit the real sta-
tistics, numbers were normalized, divided by the maximum
observed number (February 2018).

detection model on a regular basis, and we developed a flexible
time-sensitive sliding window approach to select training data.

The basic assumption, is that fraudsters change behavior, but
it does not happen overnight. It is a slow and arduous learning
process. On this basis, we assume that the last X weeks of data,
represents the current behavior of the fraudsters. Given that, the
training strategy is to fit the training that the best performs on
these most recent weeks. Thus, if a model is trained on a given day
t0, the test data is [(t0 − Xweeks) to t0].

The static configuration of our training setup uses Y weeks of
past data before the test data, i.e. starting Y weeks from t0, until X
weeks to t0 [(t0 − Yweeks) to (t0 − Xweeks)]

The sliding window strategy approach, iterates the training and
test process several times, and in each iteration it considers a fixed
amount of data that starts and ends a week before the previous
iteration [(t0−Yweeks −(i ∗1week)) to (t0−Xweeks −(i ∗1week))].
The number of iterations (i) varies from 0 to a arbitrarily chosen
high enough value. The strategy is more easily understood on
Figure 9.

With this setup, on a regular basis we train the detection model
several times, and the best performing model on the latest X weeks
of test data is the one used in production during the follow week.

5.6 Results
The performance of the model has been already shown in Subsec-
tion 5.4 (see Table 1 and Table 2). For the concept drift modeling
strategy, comparing test results would not make sense, since the
strategy deliberately fits the best training data into the test. We are
able to show the resulting improvement of this strategy evaluating

Figure 11: Normalized distribution of user complaints on
dealer listings per month. In order to omit the real statis-
tics, numbers were normalized, divided by themaximumob-
served number (February 2018).

real detected cases. The concept drift implementation was rolled
out in the end of August 2018. We compare precision, recall and
f1-score on the 6 months before and after the implementation. We
observed 18,9% improvement in recall, and 17,8% improvement in
precision. Overall, f1-score was improved by 18,6%.

In addition to that, we present the results of some of the business
metrics that evaluate the detection system deployed in production.
The two main metrics we track are:

• Number of complaints on dealer ads: At mobile.de, buy-
ers have the opportunity to click a button and submit a
complaint whenever they believe that the given listing is
unfit or irregular.

• Bad Page Views (BPV): This is the ratio of all page views
on a fraudulent listing over the total amount of views.

Our machine learning fraud detection model was rolled out in
March 2018. Figure 10 depicts the impact of the number of com-
plaints, and Figure 11 shows the impact on the BPV metric.

In these metrics, the real impact of the detection layer can only be
evaluated comparing the months before February 2018 to the two
following months (March and April). The prevention layer strategies
were rolled out in May 2018. Thus, the results after this date are a
combination of both fraud fighting layers together.

With both layers combined, we can see a clear reduction on
the numbers in both metrics. In fact, comparing a year over year
(12 months before and 12 months after) measurement, we see a
reduction in BPV of 69% and 46% in complaints.

6 DESIGN IMPLICATIONS
In this section, we summarize all our learnings in online fraud
fighting situations and provide design recommendations to address
the prevention and detection of fraud.

• SMS phishing: We have identified that phishing is the first
contact point of a fraudster and a victim in the account
takeover scenario. Phishing occurs through different medias
of communication, and according to our customers reports,



SMS-phishing (mobile phones messages) is the biggest prob-
lem. Up to date, there is technology to easily spoof SMS
messages. Differently from emails, service providers do not
have spam filters and on top of that, mobile phone browsers
fail to provide mechanisms [4, 21] to support users to prop-
erly identify spoof and non-secure websites. With that in
mind, the best way to mitigate this problem is by educat-
ing users. Users should be informed and aware that this is
a common problem, and in some cases it should be made
explicit that the system will not contact users via SMS, es-
pecially with a link that requires login. Previous literature
suggested that users’ attitudes towards security measures
can be changed [22].

• Legitimate pages getting hacked: In this work, we also
presented our findings on spoof websites. They are not exclu-
sively unsecure (non HTTPS) websites. Although fraudsters
are able to obtain SSL certificates for their spoof websites,
this is not a common case. The most common case that we
identified is the hacking of legitimate secure websites, modi-
fied to host spoofing pages. To mitigate this risk, enhancing
the mutual verification process can support users to better
identify the system they are interacting. In addition to that,
spoof pages may provide referral information that can be
leveraged (see Section 7).

• Onlinemiddleman attacks: another important point iden-
tified in our work, is the fact that malicious attacks are not
exclusively automated. Fraudsters are idle online and secu-
rity measurements that prevent automated attacks are not
enough [8]. Given the fact that users are not always aware
with which system they are interacting with (the real or the
malicious one), it is imperative that the real system imple-
ments clear and unique mutual verification authentication
measurements. In our case, the mutual two-factor authenti-
cation method is a simple, yet effective solution.

• Dormant infiltrated fraudsters : In our efforts to detect
account takeovers, we have identified a common pattern in
fraudulent activity. Once fraudsters take over a user account,
they stay quiet, keeping the session alive until the most
profitable time of day (or day of the week) to start their
malicious activities. Long user sessions with unusual idle
time of users should be addressed by the system. Terminating
sessions during user inactivity is not enough. Fraudsters are
able to simulate minor, non-malicious user activities that
keep the session alive. The best solution is to compare with
previous user activity to identify abnormal behavior.

• Fraudsters’ goals: Once fraudsters takeover accounts, they
have very specific goals, and given the fact they have a
limited amount of time before they are flagged, they try to
optimize their outcomes in a very short time. Understanding
the goals of the fraudsters and analyzing fraud positive cases
data is the best way to create detection mechanisms. In our
case, fraudsters try to optimize leads, and in automotive
marketplace scenario, the best way to do so is by reducing
price, and increasing listings visibility. Thus, it is important
that the system monitors abnormal activity, not only on
users, but on items as well. One could argue that fraudsters
could learn from this and avoid attracting users to fraudulent

listing. In this case, we are very pragmatic and believe that a
fraudulent listing that is not seen by users is, to some extent,
harmless.

• Social engineering: Social engineering is the most difficult
issue to address in fraud scenarios. People are the weakest
link in information security systems [6], it frequently occurs
out of the reach of the system, and the audacity of fraudsters
is often underestimated. Depending on the system’s purpose,
social engineering has a specific aim that can be identified
(in mobile.de’s case it is the pre-payment of a vehicle). Once
identified, initiatives towards educating the potential victims
are the only solution and if properly conducted, can be very
effective.

• Fraudster behavior change: Detecting fraud is a constantly
and rapidly changing challenge. Pre-defined rules are the
most common approach to stop fraud but, are easily by-
passed. If rules are too loose, fraudsters will take advantage
of it, and if they are too restrictive, fraudsters can learn it
and the system will eventually block legitimate users. Apply-
ing machine learning techniques is the natural evolution in
fraud detection, and including concept drifting approaches is
highly recommended. At mobile.de, we deployed a machine
learning model that is automatically retrained on a regu-
lar basis, to always aim at the current and latest fraudsters
behavior.

• From rules to machine learning: Businesses which cur-
rently rely on rule-based fraud detection methods are often
concerned on abandoning their effective rules and migrat-
ing to a machine learning approach. Our solution was to
transform these rules into features, that could be used by a
machine learning model. Fitting these rule-based features
into a model, will convey the same information the rule-
based implementation had, and the model will automatically
decide the importance of each rule.

• Know your user: Finally, the most important design impli-
cation towards effective prevention and detection of account
takeover is to know your own user. That means, gather data
of user activity, preferences and behaviors, analyze it, and
later build and maintain user models. Having a clear picture
of the user behavior is the best way to detect when some-
thing anomalous is happening, and the best way to trigger
prevention mechanisms.

7 FUTUREWORK
In order to remain undetected by its victims, one common behavior
of spoof websites is to redirect users to the real website after the
credentials have been stolen. After the inattentive user enters his
credential in the fraudulent website, most of the times he is auto-
matically redirected to a page in the real website domain (the login
page, home page or an error page). This redirection carries referral
information that can be leveraged to detect potential in-risk users.

Our preliminary analysis on traffic referral shows that, 49% of
the dealers who at some point reachedmobile.de from a referral URL
that contains keywords such as “mobile", “admin", “login", “TAN",
became a victim of account takeover. We parsed URL referrals for



keywords which have the intention to trick users into the login
process of mobile.de.

Our future work is to incorporate this information in our detec-
tion algorithms. First, we will collect all referral URLs of dealers
who had account takeovers. Then we plan to automatically extract
keywords and build a dictionary assigning a risk weight for key-
words in referrals URLs. Finally, the idea is to include this risk
assessment as a feature in our detection model. In simpler words,
this feature will tell the model if a dealer reached mobile.de from
a spoof website. Given our preliminary analysis, we believe that
such implementation will bring significant increase in our detection
accuracy.

8 CONCLUSIONS
In this paper, we presented a detailed understanding of how internet
fraud happens in the case of account takeovers. We thoroughly de-
scribed how fraudsters operate: setting up their tools, approaching
the victims, stealing the credentials, and performing the attack. We
also described our solution of a mutual two-factor authentication,
that has effectively reduced account takeovers at mobile.de by 43%.
Further, we described our solutions for converting a rule-based
fraud detection system into a concept drift sensitive machine learn-
ing model that supports the detection of account takeovers and
reduced the number of bad page views by 69% and the number of
user complains by 46%.

Thus, the contribution of this paper is multifold. We provided
the readers with a comprehensive understanding of how fraudsters
operate in our account takeover scenario, and we provided effective
guidelines to prevent and detect account takeovers.

Despite all our efforts to fight fraud, we believe that having ed-
ucated and precautious users is the best solution to avoid fraud.
Unfortunately, not every user is diligent regarding his credentials,
and even the cleverest users can be tricked. We are confident that
the work here described will help other online services providers
to implement better security measurements, by learning from our
experiences, following our suggestions and applying similar solu-
tions.

From an ethical perspective, keeping users safe is a promise that
every system must uphold. And, from the business perspective,
keeping users safe is a necessity for growth and value.
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