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Paid crowdsourcing platforms have evolved into remarkable marketplaces where requesters can tap into human intelligence
to serve a multitude of purposes, and the workforce can bene�t through monetary returns for investing their e�orts. In this
work, we focus on individual crowd worker competencies. By drawing from self-assessment theories in psychology, we
show that crowd workers o�en lack awareness about their true level of competence. Due to this, although workers intend to
maintain a high reputation, they tend to participate in tasks that are beyond their competence. We reveal the diversity of
individual worker competencies, and make a case for competence-based pre-selection in crowdsourcing marketplaces. We
show the implications of �awed self-assessments on real-world microtasks, and propose a novel worker pre-selection method
that considers accuracy of worker self-assessments. We evaluated our method in a sentiment analysis task and observed an
improvement in the accuracy by over 15%, when compared to traditional performance-based worker pre-selection. Similarly,
our proposed method resulted in an improvement in accuracy of nearly 6% in an image validation task. Our results show that
requesters in crowdsourcing platforms can bene�t by considering worker self-assessments in addition to their performance
for pre-selection.

CCS Concepts: •Human-centered computing →Human computer interaction (HCI); •Applied computing
→Psychology;

Additional Key Words and Phrases: Crowdsourcing, Pre-selection, Pre-screening, Self-assessment, Microtasks, Performance,
Worker Behavior

ACM Reference format:
Ujwal Gadiraju, Besnik Fetahu, Ricardo Kawase, Patrick Siehndel, and Stefan Dietze. 2016. Using Worker Self-Assessments for
Competence-based Pre-Selection in Crowdsourcing Microtasks. 1, 1, Article 1 (January 2016), 25 pages.
DOI: 0000001.0000001

�is work is supported by the European Commission within the H2020-ICT-2015 Programme (AFEL project, Grant Agreement No. 687916).
Author’s addresses: Ujwal Gadiraju, Besnik Fetahu, Patrick Siehndel and Stefan Dietze, Appelstrasse 4, L3S Research Center, Leibniz
Universität Hannover, Hannover 30167, Germany; Ricardo Kawase, mobile.de GmbH/eBay Inc., Berlin, Germany.
ACM acknowledges that this contribution was authored or co-authored by an employee, or contractor of the national government. As such,
the Government retains a nonexclusive, royalty-free right to publish or reproduce this article, or to allow others to do so, for Government
purposes only. Permission to make digital or hard copies for personal or classroom use is granted. Copies must bear this notice and the
full citation on the �rst page. Copyrights for components of this work owned by others than ACM must be honored. To copy otherwise,
distribute, republish, or post, requires prior speci�c permission and/or a fee. Request permissions from permissions@acm.org.
© 2016 ACM. XXXX-XXXX/2016/1-ART1 $15.00
DOI: 0000001.0000001

, Vol. 1, No. 1, Article 1. Publication date: January 2016.



1:2 • U. Gadiraju et al.

1 INTRODUCTION
Researchers and practitioners have actively been both studying and exploiting the crowdsourcing paradigm
over the last decade. A recent report regarding the state of crowdsourcing in the year 2015 has shed light on the
remarkable adoption of crowdsourced solutions to solve a multitude of problems in various industries1.

Typically in a paid microtask crowdsourcing system, a worker accesses the tasks available and chooses which
task(s) to complete. �e factors that in�uence a worker’s choice in task selection have been studied in detail
in previous works [15, 18]. �e self-centric and subjective nature of task selection on a large crowdsourcing
platform (such as Amazon’s Mechanical Turk2 or CrowdFlower3) is apparent, i.e., it is up to the crowd workers to
select a task according to their interests, preference, or expertise. �e increasing popularity of crowdsourcing
microtasks along with the range of platforms facilitating such e�orts, can lead to an overload of choices for
a crowd worker. As pointed out by Barry Schwartz in his in�uential psychology and social theory works, an
overload of choices o�en tends to have detrimental e�ects on the decision making process of people [39, 40]. �e
large variety of choices in the tasks that are available for an experienced crowd worker [5] makes it di�cult for
one to select an appropriate task to complete; workers struggle to �nd tasks that are most suitable for them.

Prominent marketplaces like Amazon’s Mechanical Turk (AMT) or CrowdFlower, that serve as intermediaries
to numerous other crowdsourcing channels, gather and accumulate large numbers of diverse tasks. �e e�ort
required to search for suitable tasks (in terms of a workers’ competencies or interests), or in some cases a lack of
alternatives [15], leads to workers se�ling for less suitable tasks. �e quality of the work thus produced eventually
decreases. �is is supported by the �ndings of [5], where the authors found that workers most o�en choose tasks
from the �rst page of the ‘recently posted tasks’, or the �rst two pages of ‘tasks with most available instances’.
More recently, a study of the dynamics of microtasks on AMT by Difallah et al. showed that freshly published
tasks have almost ten times higher a�ractiveness for workers as compared to old tasks [6]. While some workers
se�le to work on tasks that are not optimally suited to them, some more capable workers may be deprived of an
opportunity to work on the tasks they are ideally suited for, due to limitations on the number of participants
or individual contributions. Workers o�en participate in tasks which are beyond their competence and skills,
despite their inherent a�empt to maintain their reputation. �us, the overall e�ectiveness of the crowdsourcing
paradigm decreases.

In order to solve the problem of unsuitable workers participating in tasks, pre-selection of workers is the
popularly adopted solution [36]. Such pre-screening methods are generally based on the performance of workers
on prototypical tasks. If a worker passes a prototypical task or a quali�cation test, then she can proceed to
participate in the actual task. �is means that the performance of a worker in a prototypical task is assumed
to be an indicator of the competence of a worker. In this work, we draw from self-assessment theories in
psychology and organizational behavior in order to show that crowd workers o�en lack an awareness regarding
their competence. We build on these theories which suggest that true competence goes hand-in-hand with
the awareness of competence, or the lack of it [9, 10]. In contrast to existing methods, we show that by using
worker self-assessments as an indicator of competence alongside performance in the pre-screening phase, one
can facilitate pre-selection leading to be�er results in paid crowdsourcing microtasks.

�e main contributions of our work stem from (a) investigating whether �awed self-assessments (based on the
Dunning-Kruger e�ect, described in the following section) are prevalent in crowd workers within the microtask
crowdsourcing paradigm, and (b) studying the use of self-assessments for worker pre-selection in crowdsourced
microtasks. Our contributions are listed below.

1h�p://bit.do/eyeka-crowdsourcing-trend-report
2h�ps://www.mturk.com/mturk/
3h�p://www.crowd�ower.com/
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• By establishing that some crowd workers fall prey to �awed self-assessments, we show that not all
workers are aware of their true competence.
• We show that a worker’s estimate of her competence in a task is a�ected by the objective di�culty-level

of the task.
• We show that by using rapidly-prototyped self-assessments within the pre-selection process, requesters

can ensure that relatively more competent crowd workers participate in their tasks.
• We evaluated our proposed method on a real-world sentiment analysis task and an image validation task,

and found an improvement in the quality of results by over 15% and 6% respectively when compared to
the existing state-of-the-art pre-selection method.

2 BACKGROUND AND RESEARCH QUESTIONS

2.1 Dunning-Kruger E�ect
�e Dunning-Kruger e�ect is a cognitive bias that entails in�ated self-assessment and illusionary superiority
amongst incompetent individuals [9]. �e authors proposed that incompetence in a particular domain reduces
the metacognitive ability of individuals to realize it. Skills that encompass competence in a particular domain are
o�en the same skills that are necessary to evaluate competence in that domain. For example, consider the ability
to solve a Math problem; the skills required to solve the problem are the same skills that are necessary in order to
assess whether the Math problem has been accurately solved. �e authors a�ribute this bias to the metacognitive
inability of incompetent individuals. On the other hand, competent individuals tend to underestimate their
relative competence due to falsely assuming that tasks that they �nd easy are also easy for others. �e authors
thereby show that incompetent individuals cognitively miscalibrate by erroneously assessing oneselves, while
competent individuals miscalibrate by erroneously assessing others. In their studies, the authors investigate the
self-assessment of individuals over 4 quartiles of their performance distribution. We compute the quartiles such
that the top-quartile consists of individuals whose performance score falls in the top-25% of all scores, and the
bo�om-quartile consists of individuals whose performance score falls in the bo�om-25% of all scores, as shown
in Figure 1.

Fig. 1. The Dunning-Kruger Performance�artiles.

2.2 The Domain of Microtask Crowdsourcing : Motivation
Kruger and Dunning consolidated their �ndings through 4 studies that addressed a total of 350 Cornell University
undergraduate students [27]. In our work, we investigate whether the Dunning-Kruger e�ect can be observed
in the paid microtask crowdsourcing paradigm. �e characteristic features of paid microtask crowdsourcing
are very di�erent in comparison to the controlled environment where undergraduate students were studied.
Firstly, there is a large diversity in the demographics of crowd workers [21, 37]. Secondly, crowd workers have
varying motivations to participate in microtask completion, resulting in a wide range of behavior [15, 18]. �irdly,
while the authors rewarded students with credit points for participating in their studies, we provide monetary
incentives to crowd workers. It is noteworthy that our study addresses a considerably larger magnitude of
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participants (over 2,000 crowd workers). Finally, task di�culty for workers can vary across di�erent tasks. In this
paper, we will use the following terms to refer to crowd workers with di�erent skills.
De�nition 1. Competent workers are those crowd workers whose performance in a task lies within the

top-quartile.
De�nition 2. Least-competent workers are crowd workers whose performance in a task lies within the

bottom-quartile.

2.3 Research�estions and Methodology
We address the following research questions in this paper.
RQ#1. Can the Dunning-Kruger e�ect bear implications on the quality of crowdsourced work?
RQ#2. How are crowd worker self-assessments a�ected by the inherent level of di�culty in a given task?
RQ#3. Can accurate self-assessments of a crowd worker contribute to realize a stronger indicator of the worker’s

competence, when compared to performance alone in the pre-screening phase of a given task?
Based on the Dunning-Kruger e�ect, we adapt the following hypotheses (I, II, and III) to �t the crowdsouring

paradigm. We presume that by investigating these hypotheses, we can establish the existence and extent of the
Dunning-Kruger e�ect among crowd workers in paid microtask crowdsourcing platforms.
Hypothesis I. Least-competent crowd workers overestimate their performance with respect to the competent

workers, relative to certain objective criteria. An example of objective criteria in this context is score in a given test.
Hypothesis II. Least-competent crowd workers are less capable of identifying competence in themselves or other

workers, in comparison to competent workers.
Hypothesis III. Least-competent crowd workers are less capable of identifying competence in themselves given

the responses of the rest of the crowd, in comparison to competent workers.
To validate the hypotheses we carry out two studies; in Study-I we assess whether crowd workers are aware of

their competence, drawing comparison between competent and least-competent workers (addressing Hypothesis
I, II). In Study-II we investigate whether knowledge about responses of other workers has an e�ect on the
performance of competent and least-competent workers (addressing Hypothesis III).

In studies III, IV we evaluate whether considering self-assessments of crowd workers can result in realizing a
stronger indicator of their true competence. We propose the pre-selection of workers based on their performance
and self-assessments, as opposed to traditional pre-selection based on performance alone. In Study-III we consider
the task of sentiment analysis, and in Study-IV we consider an image validation task, since they are popular
examples of real-world crowdsourcing microtasks.

3 STUDY I : SELF-ASSESSMENT OF CROWDWORKERS
Aiming to gather responses from crowd workers and investigate the pre-stated hypotheses (I, II), and to analyze
the diversity in competence among crowd workers, we consider the domain of logical reasoning (as in [27]).

3.1 Microtask Design
�e task begins with some basic background and demographic questions. It is then followed by 15 questions in
the domain of logical reasoning. We used logical reasoning questions from A +Click4, where the questions are
based on the Common Core Standards5. �e Common Core is a set of academic standards in Mathematics and
English. �ese learning goals indicate what a student should know and be able to do at the end of each grade.

4h�p://www.aplusclick.com/
5h�p://www.corestandards.org/
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Fig. 2. An example logical reasoning question fromA+Click that was administered to crowdworkers in the task corresponding
to Grade 5.

To assess the varying competencies among crowd workers and the e�ect of task di�culty, we deployed 8 tasks
on CrowdFlower6 that are designed similarly except for the di�culty level of the logical reasoning questions.
We used graded questions from A +Click to administer logical reasoning questions from the level of Grade 5 to
Grade 12. An example is presented in Figure 2. Initial empirical tests showed that crowd workers tend to achieve
nearly perfect accuracy in logical reasoning tasks that correspond to grades lower than 5. We thereby do not
scrutinize grades below 5 further. To separate trustworthy workers (TW)7 from untrustworthy workers (UW)8,
we intersperse a�ention check questions recommended by [16, 30] as shown in Figure 3.

Fig. 3. A�ention check questions to identify untrustworthy workers.

At the end of the logical reasoning questions, workers are requested to answer questions in relation to their
performance, corresponding to the following aspects.

• Perceived test score. Number of questions that the workers believe to have answered correctly. �e
corresponding question was phrased as follows – Howmany questions do you think you answered correctly?
(answer range: 0-15).
• Perceived test score of others. Number of questions on average, that workers think others participating

in the task will have answered correctly. �e corresponding question was phrased as follows – On average,
how many questions do you think the other workers completing this task will answer correctly? (answer
range: 0-15).
• Perceived ability. �e expected percentile ranking of the workers. �e corresponding question was

phrased as follows – At what percentile ranking (1-100) do you expect to be, with respect to all the workers
who will perform this task? ‘1’ indicates the very bo�om, ‘50’ indicates exactly average, and ‘100’ indicates
the very top (answer range: 1-100).

6h�p://www.crowd�ower.com/
7Workers who correctly answer all 3 a�ention check questions embedded in the task.
8Workers who incorrectly answer at least 1 of the 3 a�ention check questions embedded in the task.
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Finally, in order to analyze aspects pertaining to real-world tasks, workers were asked to provide as many tags
as possible for two di�erent pictures. Tagging images is a popular type of crowdsourced task. Prior research
has shown that having veri�able questions such as tags is a recommended way to design tasks and assess
crowdsourced results [22].

�e order in which di�erent questions were asked did not have an impact on any of the results reported in our
work. We thereby do not mention it further. We paid each worker according to a �xed hourly wage of 7.5 USD.
In each of the 8 tasks, corresponding to the 8 di�erent graded levels of competencies, we gathered 250 responses
from independent workers, resulting in a total of 2,000 crowd workers overall.

3.2 Trustworthiness of Workers
From the responses gathered through the 8 tasks, we �rst separated trustworthy workers (TW) from untrustworthy
workers (UW). Table 1 shows the number of TW out of the 250 workers that participated in total, in each grade.
On average each grade has around 216 TW participants.

Table 1. Distribution of Trustworthy Workers (TW) across the graded microtasks.

Avg.
Grade G5 G6 G7 G8 G9 G10 G11 G12 G5-G12
#TW 228 216 226 207 207 215 214 219 216.5

TW (in %) 91.2 86.4 90.4 82.8 82.8 86 85.6 87.6 86.6

To establish a correlation between the country of origin and the performance of a worker, several experiments
that consider aspects such as the time of task deployment, batch size, channels used, and so forth are needed.
Addressing the implications of cultural di�erences in task performance [33] is beyond the scope of this work.
Note that we do not consider the UW in the rest of our study and analysis.

4 RESULTS: SELF-ASSESSMENT OF CROWDWORKERS

4.1 Perceived Test Score and Ability of Oneself
We analyzed the responses of each worker for the questions pertaining to perceived test score and perceived ability.
Our �ndings are presented in the Figure 4. We observe that through all the grades (G5-G12), the least-competent
workers (i.e. bo�om-quartile workers) signi�cantly overestimate their ability and raw test scores. We �nd that
Figure 4(a) represents a perfect scenario of the dual fallacy resulting in the self-assessments observed by [27].
�e least-competent workers overestimate their ability (by nearly 20 percentile points) and performance (by
around 13 percentile points). Hence, we observe that least-competent crowd workers cognitively miscalibrate by
erroneously assessing themselves, while competent crowd workers miscalibrate by erroneously assessing others
(they underestimate their ability by 10 percentile points and performance by nearly 4 percentile points).

With the increase in grade levels (from G5 through G12), we note that least-competent workers depict an
increase in the degree of overestimation in the assessment of their ability and performance (perceived test
score). A novel �nding through our work pertains to that of the competent workers. We note that with an
increase in grade levels, competent workers also tend to gradually shi� towards overestimation of their ability
and performance. We a�ribute this to the increasing grade levels which potentially go beyond their competence
at some point. However, it is clear that least-competent crowd workers indeed overestimate their ability and
performance by several percentile points (M=30.18, SD=9.53) in comparison to the competent crowd workers
(M=-3.73, SD=7.79) across all grades (t(13)=4.22, p<.001). We found a very large e�ect size; Cohen’s d = 3. �us, we
found support for Hypothesis-I.
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Fig. 4. Perceived test scores and perceived ability of workers across the graded microtasks. �artiles are presented on the
x-axis, percentile on the y-axis, and ‘x̄ ’ is the mean performance of workers in the corresponding grade.

4.2 Perceived Test Score of Others
From the plots in Figure 4, we clearly observe that least-competent crowd workers greatly miscalibrate their
assessment of others in terms of the raw test score (i.e., the number of questions answered correctly by others
on average). For instance, consider the Figure 4(a) corresponding to G5. Here, least-competent crowd workers
placed the average performance of other workers in the 63rd percentile, while the actual mean performance was
77. Competent crowd workers on the other hand fractionally overestimated the average performance of others
and placed it in the 78th percentile.

Interestingly however, we note that with the increasing grade levels from G6 through G12, both competent
and least-competent workers overestimate the average performance of other workers. Moreover, we �nd that the
degree of miscalibration (i.e., the di�erence between the actual score of a worker and the worker’s perceived test
score) is more prominent with respect to competent workers. While the actual mean performance was in the
39th percentile on average across all grades, the least-competent workers overestimate the performance of others
by around 14 percentile points, and the competent workers overestimate the performance of others by around 25
percentile points. We believe that due to the increasing di�culty inherent to progressive grade levels, competent
workers tend to further miscalibrate their relative competence and least-competent workers start recalibrating
their relative competence in the accurate direction. Due to the fact that competent workers tend to wrongly
believe that their peers are of relatively good competence, they overestimate the performance of others to a
greater extent in the higher grades. We thereby found that across all grades competent workers overestimate the
performance of others by more percentile points (M=17.16, SD=7.71) than incompetent workers (M=9.41, SD=5.65),
t(13)=3.01, p<.005, with a large e�ect size; Cohen’s d = 1.15. �us, we did not �nd full support for Hypothesis-II,
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stating that ‘least-competent crowd workers are less capable of identifying competence in themselves or other
workers in comparison to competent workers’.

5 STUDY II : SELF-ASSESSMENT IN THE PRESENCE OF OTHERS’ ANSWERS
To assess whether least-competent workers are capable of identifying their true level of competence given the
performance of the rest of the crowd (hypothesis III), we deployed a second set of tasks on CrowdFlower.

5.1 Microtask Design
Since we aim to draw a comparison between the competent and least-competent workers alone, we contacted the
top and bo�om-quartile workers from our priorly completed graded tasks (in Study I) via e-mail and requested
them to participate in the subsequent task for each corresponding grade. Over 70% of the top and 60% bo�om-
quartile workers participated in these tasks over two weeks from deployment. To make valid comparisons across
the di�erent grades, we considered the �rst 60% in each of the top and bo�om-quartile workers that participated.
�ese tasks were identical to the initial 8 graded tasks that were deployed (including the incentives o�ered), with
one exception. In this case, we show the overall answer distributions (see Figure 5) provided by all workers in the
initial round of tasks (in a bar graph) alongside each question in the set of 15 logical reasoning questions.

Fig. 5. The overall answer distribution corresponding to a sample question from Grade 5 (see Figure 2), that is shown
alongside the question in Study-II.

5.2 Results (Study II)
Figure 6 presents our �ndings. We observe that the overall mean performance for each grade improves in
comparison to the �rst set of tasks. �is is expected since the workers participate in the same task for the second
time. In addition, the workers are aided by the distribution of answers for each question, since they can go
with the majority in case they are unsure about certain answers. Our observations are further validated by
the completion time of workers in the top and bo�om quartiles. In case of top-quartile workers, showing the
distribution of answers for each question results in signi�cant reduction in completion time (M=4.14, SD=1.88),
t(14)=4.14, p<.001, Cohen’s d = 1.34 with a reduction of 4.1 minutes on average across all grades. However, this is
not the case for the bo�om-quartile workers (M=1.39, SD=2.21), where the di�erence in completion time is not
signi�cant, and the reduction in completion time is only 1.39 minutes on average. We also found that the poorly
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Fig. 6. Perceived test scores and perceived ability of competent and least-competent workers across the graded microtasks
(G5–G12), in the presence of overall answer distributions for each question. �artiles are represented on the x-axis, and the
y-axis represents percentages of the corresponding a�ribute. ‘x̄ ’ is the mean performance of workers in the grade.

performing workers in the �rst round of tasks take much less time for completing the task (as shown in Figure 15
in the Appendix). Hence, the room for reducing task completion time further is minimal.

In grades G6 and G10, the competent workers depicted a greater degree of miscalibrated self-assessment when
compared to the least-competent workers. We thereby note that the miscalibration (i.e., the di�erence between the
actual score of a worker and the worker’s perceived test score) of least-competent workers is more pronounced,
although it is inconsistent. �erefore, we �nd only partial support for Hypothesis III.

6 IMPLICATIONS ON REAL-WORLD MICROTASKS
�rough our �ndings from Study I and Study II, we can conclude that the Dunning-Kruger e�ect can be observed
in the crowd, subject to the task di�culty at hand. To understand what this di�erence in competence between
top-quartile workers and bo�om-quartile workers means in terms of their performance in a real-world microtask,
we investigate the tagging task that workers completed at the end of each of the graded tasks in Study I.

To observe the implications of worker competence on a traditional crowdsourcing task like tagging (a popular
example of content creation tasks [15]), we analyzed the tags received from least-competent (bo�om-quartile)
and competent (top-quartile) workers in Study I. Workers were asked to provide as many tags as possible,
corresponding to two pictures presented as shown in Figure 7. We �rst processed the responses from crowd
workers, so as to ignore meaningless phrases and gibberish tags. We evaluate tags with respect to quality (i.e.,
the reliability of a tag9) and quantity (i.e., the number of tags).

9A tag that is mentioned by at least 10 distinct workers is de�ned as a reliable tag.
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(a) Picture 1 (Pic#1) – the solar system. (b) Picture 2 (Pic#2) – the engine of a car.

Fig. 7. Pictures corresponding to the tagging task that workers were asked to complete at the end of Study-I.

Fig. 8. Distribution of tags contributed by workers in each of the grades (G5-G12).

Figure 8 shows that the total number of tags and unique tags provided by workers decreased gradually with
the increase in grade level (adjusted for worker distribution across grades, see Table 1). �is implies that due to
the increasing di�culty with progressive grades, workers exert relatively less e�ort in providing tags. �is is
in accordance with �ndings from prior works that have explored the e�ect of one microtask on another, and
between those with varying di�culty levels [4, 35]. Corresponding to Pic#1, there were a total of 1,267 tags with
195 unique tags for Grade 5, when compared to 860 tags with 162 unique tags for Grade 12. In case of Pic#2, there
were a total of 784 tags with 252 unique tags for Grade 5. �is decreased to a total of 692 tags with 197 unique
tags for Grade 12.
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Fig. 9. Distribution of tags from all grades (G5-G12) across the quartiles.

We did not �nd a signi�cant di�erence in the quantity of reliable tags across the di�erent grades (G5-G12). On
average, for each grade there were around 18 reliable tags corresponding to Pic#1, and nearly 7 corresponding to
Pic#2. Figure 9 presents the distribution of tags from all grades with respect to the performance quartile. We found
that competent workers provided more distinct reliable tags (31 for Pic#1, 25 for Pic#2) than least-competent
workers (18 for Pic#1, 8 for Pic#2). �ese di�erences in number of reliable tags produced by the competent
workers (M=18.75, SD=3.62) and least-competent workers (M=3.75, SD=2.23) across the grades are found to be
statistically signi�cant, t(11)=4.43, p < 0.01. Our �ndings suggest that competent (top-quartile) workers provide
more reliable tags, with a higher diversity, when compared to least-competent (bo�om-quartile) workers.

Operationalizing Worker Self-Assessments
From our �ndings in Study I and II it is evident that not all crowd workers are adept at making accurate self-
assessments; competent workers are relatively be�er at doing so. �is is further reinforced by our �ndings
in the tagging task, where we observe that top-quartile workers produce tags with both a higher quality as
well and quantity. Based on this understanding, we propose that it can be bene�cial to operationalize worker
self-assessments as an indicator of worker competence and therefore performance. To do so, we propose to
use accuracy of worker self-assessments in the pre-screening tasks in addition to their actual performance
in the pre-screening tasks to select workers. �us, the only additional requirement in our proposed method
is a self-assessment question at the end of the pre-screening tasks, making it straightforward to implement.
Figure 10 illustrates the traditional pre-screening method in comparison to our proposed self-assessment based
pre-screening approach.

7 STUDY III: EVALUATION IN SENTIMENT ANALYSIS TASK
From our �ndings in Study I and II we note that some crowd workers (bo�om-quartile) exhibit in�ated self-
assessments. We also found that the top-quartile workers produce signi�cantly be�er quality of work, as observed
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Fig. 10. Comparison between (a) the traditional pre-screening method based on worker performance in pre-screening tasks,
and (b) the self-assessment based pre-screening method which considers worker performance in the pre-screening tasks as
well as their accuracy in self-assessments.

in the abridged tagging task of Study I. In Study III, we seek to answer whether we can operationalize the ability
of workers to accurately self-assess their performance in a real-world microtask, in order to pre-select a more
suitable crowd with respect to the task. Can worker self-assessments be used as a means to provide a stronger
indicator of worker competence (#RQ3)?

We evaluated our proposed method of using worker self-assessments as a basis for pre-screening crowd workers,
as opposed to traditional pre-screening that is purely based on the performance of workers. We considered a
popular crowdsourcing task; sentiment analysis [15]. In this task composed of 30 units, crowd workers are asked
to read a tweet in each unit and classify the projected sentiment as either positive, negative or neutral. For
this purpose we use the dataset introduced by [14], that consists of expert-classi�ed tweets, thereby providing
our ground truth.
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7.1 Method I : Self-Assessment Based Pre-screening
We prototyped a 5-unit task for the sentiment analysis, consisting of tweets di�erent from those in the actual 30
units considered for the evaluation task. On completing these 5 units, workers are asked the question, ‘How many
questions do you think you answered correctly? ’. We consider a worker to have passed this screening task, if the
worker accurately predicts her score while the actual score is > 3, or if the worker miscalibrates her prediction by
one point while her actual score is > 3 (i.e.,miscalibration = 0 or 1). �e intuition behind using a threshold of ‘3’
is due to our aim to replicate a realistic pre-selection scenario. CrowdFlower suggests a minimum accuracy of 70%
by default10 for the traditional pre-screening method (which is actual score > 3 in our case). We deployed this
task on CrowdFlower and gathered responses from 300 workers by o�ering a compensation of 2 USD cents. We
found that only 110 out of 300 workers passed the threshold of actual score > 3/5. Of these 70 workers passed the
self-assessment accuracy criteria and thereby passed the pre-screening. Next, we deployed the actual evaluation
task consisting of 30 units to these 70 workers alone11 by using their e-mail IDs. We o�ered a reward of 5 USD
cents to workers. Within a span of 1 week, 50 of the 70 workers completed the task.

7.2 Method II : Traditional Pre-Screening
One week later, we deployed an identical task consisting of the same 30 units on CrowdFlower. �ere was no
overlap in the pool of workers across the two tasks. Hence, the observed results are not due to ordering e�ects.
We used the same 5 units in the traditional pre-screening process as in the case presented above, and only those
workers who answered > 3 units correctly were allowed to participate in the actual task. We gathered responses
from 50 distinct workers, and these workers were also paid a compensation of 5 USD cents (to match the incentive
o�ered and number of collected judgments in the self-assessment based pre-screening method.

7.3 Results
We evaluated the two di�erent methods based on the following two aspects: accuracy of the pre-selected workers
in the tasks following the screening, and their task completion time. We found that the self-assessment based
pre-screening method (green dots in Figure 11) resulted in workers who performed with an accuracy of nearly
94% on average, with an inter-annotator agreement of 0.95 (computed by pairwise percent agreement (PPA)). �e
traditional pre-screening method (presented in Figure 11 in the red color) resulted in workers who performed
with an average accuracy of around 78%, with an inter-annotator agreement of 0.83 (computed by PPA).

We found that the di�erence in the resulting worker performances between using the self-assessment based
pre-screening method (M=27.95, SD=1.79) and the traditional pre-screening method (M=23.63, SD=6.23) was
statistically signi�cant t(95)=3.40, p < 0.01, with a large e�ect size; Cohen’s d = .94. We did not �nd a signi�cant
di�erence in the task completion time of workers resulting from the two di�erent methods of pre-screening.

It is important to note that in the self-assessment based pre-screening method, the average actual scores of
workers on the quali�cation test was 4.4/5 and that of workers in the traditional pre-screening method was
4.3/5, without a signi�cant di�erence. �is shows that the observed improvement is due to the consideration of
worker self-assessments, and not simply a result of selecting workers who performed be�er in the pre-screening
phase. We highlight that there may be a confound in having workers wait, then self-select to return and complete
the actual evaluation task in the self-assessment based pre-screening method. Such workers may be more
diligent than workers in the traditional pre-screening method, who immediately began the actual evaluation task.
However, due to the number of workers in the pool, the signi�cant di�erences and the large e�ect size observed,
we believe this does not risk the overall result and does not pose a threat to its validity.

10CrowdFlower’s guide to test questions and quality control on: h�ps://success.crowd�ower.com/hc/en-us
11CrowdFlower provides support for this via the internal workforce, h�ps://success.crowd�ower.com/hc/en-us/articles/
202703355-Contributors-CrowdFlower-s-Internal-Channel.
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Fig. 11. Performance of workers acquired by the proposed Self-Assessment based Pre-Screening and by traditional Performance
based Pre-Screening

From these results, we observe that pre-screening crowd workers based on their self-assessments provides a
be�er re�ection of their actual competence, leading to an improved quality of results. We note an improvement
of over 15% in accuracy and 12% in agreement between workers by using self-assessment based pre-screening of
workers in a sentiment analysis task. �us, we can conclude that operationalizing self-assessments of workers in
a given task in conjuction to their performance in the task, can serve as a stronger indicator of worker competence
than relying on worker performance alone.

8 STUDY IV: EVALUATION IN VERIFICATION AND VALIDATION TASK
In Study III, we operationalized worker self-assessments in a sentiment analysis task and improved the pre-
selection of crowd workers. In Study IV, similar to the sentiment analysis task described in the previous section,
we considered an additional real-word task of image validation. Our aim is to verify whether our proposed
approach would yield similarly improved results in another type of task, due to the e�ectiveness of our proposed
worker pre-selection method.

In this task composed of 13 units in total, crowd workers were asked to analyze the pictures in online automobile
ads to spot mismatched information. To publish an online ad, sellers need to textually describe the state of the
vehicle (damaged or not) and its mileage. Sellers commonly omit damage-related information from the description
or claim a lower mileage in order to achieve a be�er placement in the search results (see Figure 12). In many
cases this information is evident in the pictures. While this cannot be easily detected by automated algorithms, it
is a rather simple task for humans.
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8.1 Task Setup
We manually found and annotated a total of 13 vehicle ads12 which served as groundtruth for the task. Each ad
corresponds to one unit where workers are asked to answer three multiple choice questions: (i) Is the car marked
as damaged? (ii) Can you identify that the car has a visible damage or functional problems based on the pictures?
(iii) Is the mileage information consistent with the picture? We took care to �nd distinct ads that produced an
even distribution of the options corresponding to each question. �e units were randomized and a�er answering
3 units (total of 9 questions), workers were asked to assess their performance on the 9 questions. With an aim to
compare self-assessment based pre-screening with performance based pre-screening, all workers were allowed to
continue onto 10 more units. Each worker was rewarded with 5 USD cents on successful task completion. We
deployed this task on CrowdFlower and collected responses from 100 distinct workers.

(a) Seller declared visible damage in the description of the advertise-
ment.

(b) Seller omi�ed visible damage-related details from the description
of the advertisement.

Fig. 12. Example automobile ads from the online marketplace mobile.de that either (a) declare damages in the vehicle
description, or (b) omit damage-related information.

8.2 Results
Traditional Pre-screening: Similiar to the previous sentiment analysis task, the traditional pre-screening
method is characterized by a performance threshold of 70% in the pre-screening phase. �us, we �ltered out
workers (36 in total) who did not achieve a minimum of 70% accuracy in the �rst 3 units (9 questions). In the 10
units that followed, comprising the actual task, this group of workers (N=64) achieved an average accuracy of
84.05% (M=84.05, SD=10.35), with an inter-annotator agreement of 0.81 using pairwise percent agreement (PPA).
Self-Assessment Based Pre-screening: In case of the proposed self-assessment based pre-screening approach,
we consider the accuracy of worker self-assessments in addition to the 70% accuracy threshold in the pre-screening
phase. Here again, we tolerate an error of 1 point in the workers self-assessments (i.e.,miscalibration = 0 or 1).
Workers who passed this pre-screening phase (N=49), performed with an accuracy of 89.6% ((M=89.6, SD=6.6) in
10 units that followed, comprising the actual task. In this case, the inter-annotator agreement was found to be 0.9
(PPA).

12We used publicly available ads from the online marketplace h�p://www.mobile.de/
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To summarize, we found that 64 of the 100 workers passed 70% accuracy threshold. Of these, 49 workers
passed the self-assessment accuracy criteria and thereby passed the pre-screening. �e self-assessment based pre-
screening approach resulted in an improvement in accuracy of nearly 6%, and an increase in the inter-annotator
agreement between workers by 8% in comparison to the traditional pre-screening method. �e di�erence in
worker accuracy between the traditional and the self-assessment based pre-screening methods was found to be
statistically signi�cant with a moderately large e�ect size; t(112)=2.60, p<.01, Hedge’s g = .62. Once again, we
noted that the di�erence in performance in the pre-screening phase (3 units, 9 questions) across the two groups
of workers was not statistically signi�cant, indicating that the improvement in the accuracy of workers using our
proposed approach is due to the consideration of accuracy of workers’ self-assessments. We also did not �nd a
signi�cant di�erence in the task completion time of workers selected using the di�erent methods.

9 DISCUSSION, CAVEATS AND LIMITATIONS

9.1 Self-Assessments for Competence-based Pre-Selection
�rough our experimental �ndings and evaluation, we observe that using worker self-assessments for competence-
based pre-selection can provide a stronger indicator of worker competence and potential performance to requesters.
Since workers need to answer only one additional question with regard to estimating their performance, the
time overhead in comparison to performance-based pre-selection is negligible. Due to the same reason, rapidly
protyping a self-assessment based pre-selection phase requires relatively the same e�ort from a requester’s point
of view. Moreover, since there is an improvement in the quality of the results produced, requesters can improve
their costs-bene�t ratio with respect to a given task. Requesters can also adjust the passing threshold in the
pre-selection process to suit their needs. However, this approach may entail a loss in workforce due to more
e�ective pre-selection and thereby increase the overall task completion time. In Study III, around 37% of the 300
workers passed the traditional pre-screening method, while around 24% of the workers passed the self-assessment
based pre-screening method. Similarly in Study IV, 64% of the workers passed the traditional pre-screening
method and 49% of the workers passed the self-assessment based pre-screening method. On average across the
two studies, we note a loss in workforce of less than 14% resulting from the self-assessment based pre-screening
method in comparison to the traditional method. Due to the abundance of crowd workers and in the interest
of signi�cantly improved results, we believe our proposed approach will lead to meaningful trade-o�s. It is
important to note that other quality control measures can be easily used in addition to the self-assessment based
pre-selection method to further improve the quality of the crowdsourced work.

From our results in Study III and Study IV, we note that the proposed approach yields be�er results in
comparison to traditional pre-screening methods across the two di�erent types of tasks considered. We note
that the self-assessments based pre-screening method results in a relatively larger improvement in the sentiment
analysis task (considered in Study III) than in the image validation task (considered in Study IV). While this
re�ects on the generalizability of the proposed approach across task types, the results also indicate that the
method can be e�ective to varying degrees. We reason that this di�erence is due to the inherent di�culty levels
of the task types considered. Further experiments are required to gauge the impact of the proposed approach
under the interaction of di�erent task types and task di�culty.

Pre-selection of workers according to our proposed self-assessments based pre-screening approach can mean
that workers in such stystems may not get to work on tasks that go beyond their competence. �is can be
a limitation since challenging tasks can be more interesting and play a developmental role for workers. �e
resulting potential power imbalance between workers and requesters in terms of using self-assessments for
pre-selection, can be overcome by using the self-assessments of workers to also raise their self-awareness, thereby
playing a constructive role in supporting the growth [2] of workers and developing crowd work. We will explore
the use of self-assessments to increase worker self-awareness in future work.
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9.2 Worker Competence Transferability
In our experimental results in the abridged tagging task, we observed the implications of competent and least-
competent workers on the quality, reliability and the diversity of the tags produced. In this case, we assessed
the competence of workers based on the logical reasoning task and applied the resulting characterization to
the tagging task. By doing so we found that competent workers exhibit a be�er performance. However, such
transferability of worker competence from one type of task to another needs to be studied further. While we
cannot assume the universal transferability of a worker’s competence that is assessed in one domain alone, an
understanding of transferable domains will reduce further costs (in terms of time and money) that are incurred
through pre-selection processes. Our proposed approach is to rapidly prototype a given task and use worker
self-assessments to assess worker competence in a pre-selection phase. Due to this reason, we carried out further
evaluations of worker self-assessment based competence estimation in a sentiment analysis task, and an image
validation task.

9.3 Training Crowd Workers to Increase Competence
In their studies, Kruger and Dunning also studied the e�ect of training less-competent individuals [27]. �e
authors found that through systemic feedback and training, less-competent individuals can progress towards
higher competence, leading them to become more self-aware. However, the impact of learning or training on
individuals’ self-assessments has a�racted several debates on both sides ([38], [34]). While Schosser et al. found
no evidence of learning that leads to consequent improvement in performance of incompetent individuals [38],
Miller and Geraci cite contrasting evidence through their experiments [34].

Recent works have studied the impact of providing feedback and training workers in crowdsourcing microtasks
[14, 29]. �rough a series of empirical experiments on di�erent types of microtasks, Gadiraju et al. have shown
that the performance of workers can be improved by providing training. In the context of our work in this paper,
the �ndings of Gadiraju et al. [13, 14] can be extrapolated to reason that training least-competent workers can
help them improve their competence, and thereby improve the calibration of their self-assessments. However,
further scrutiny is required in order to understand the impact of training on crowd workers’ self-assessments
and competence.

9.4 Other Considerations
It is important to explore whether there are cross-cultural di�erences in how the Dunning-Kruger e�ect manifests,
that can further dictate the use of self-assessments for pre-selection in tasks. For example, does the perception of
their own performance vary across worker groups having di�erent ethnicity? We conducted a one-way between
workers ANOVA to compare the e�ect of ethnicity of workers on the perception of their own performance across
all grades in 7 ethinicity-group conditions (African American, American Indian, Asian, Hispanic, Paci�c Islander,
White, Other) as indicated by workers in Study I. We found that there was no signi�cant e�ect of ethnicity of
workers on the perception of their performance at the p < .5 level for the 7 ethnicity-group conditions [F(6,
1725)=0.4229, p=0.86]. Post-hoc comparisons using the Tukey HSD test con�rmed that there was no signi�cant
di�erence in perception of the workers’ own performance between any two of the di�erent ethnicity groups.

To give workers a fair chance to participate in a task while using self-assessments as pre-screening method, an
important caveat is to ensure that the workers are aware that the selection is based on both, their performance
and the accuracy of their self-assessment. Otherwise, workers may in�ate their self-assessment with the belief
that a higher assessment would lead to their participation in the task. Isolating workers who miscalibrate their
self-assessments due to such in�ation is beyond the scope of our work. Nevertheless, it is noteworthy that our
proposed approach for worker pre-selection is e�ective in yielding improved results.
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10 RELATED LITERATURE

10.1 Self-Assessment
Apart from the priorly discussed work of Kruger and Dunning [27], there have been several other noteworthy
works in the realm of individual self-assessment. Research works have shown that people provide in�ated
self-evaluations on performance in a number of di�erent real world se�ings. Dunning et al. showed and discussed
the implications of such �awed self-assessments on health, educational se�ings and the general workplace [10].

Kulkarni et al. showed that in an online course addressing a large number of students (MOOC), the students
graded their work 7% higher than those assigned by the sta� on average [28]. Other existing data from experiments
reinforce the mistaken self-evaluation of performance [11, 12]. �ese works show that incompetent individuals
are worse at assessing the quality of performance and o�en tend to think that they outperform the majority,
while in fact they belong to the lower rungs of the performance quartile. Complementing these existing works
on self-assessment, in our work we aim to understand whether the �awed self-assessment theories hold among
crowd workers in the crowdsourcing paradigm. In contrast to these studies that are largely based on self-selected
groups of individuals leading to potential selection bias, we use the crowd as a source for a diverse landscape of
individuals with respect to their demographics, skills and competence.

Despite a considerable number of works that assert the �ndings from the Dunning-Kruger e�ect, the underlying
reasons that dictate the dual-curse resulting in the miscalibrated self-assessment have been widely contested
[3, 25, 26]. Several researchers have provided alternative accounts for the Dunning-Kruger e�ect, alluding it to
regression to the mean and the above-average e�ect. �ese accounts have in turn resulted in rigorous theoretical
responses and empirical refutations [12], and are out of the scope of our work in this paper.

In closely related work that proposes the use of self-assessments to improve crowd work, Dow et al. showed
that self-assessments allowed workers to improve over time in a task involving writing consumer reviews of
products they owned [7]. �e authors of this work proposed the use of self-assessments to yield be�er work
quality by promoting self-re�ection and learning. In contrast, we propose to consider the accuracy of worker
self-assessments alongside their task accuracy in a pre-selection phase as an indicator of their true competence
and potential performance. �us, we develop a distinct and novel approach by directly leveraging self-assessments
as a worker �ltering mechanism, rather than aiming to improve work through self-review.

10.2 Competence of Crowd Workers
�e crux of prior research works in the realm of characterizing crowd workers has mainly focused on ensuring
reliability of workers, and presenting a means to the requester to pre-select prospective workers [23]. In this
regard, researchers have suggested the use of pre-screening methods and quali�cation tests [19], trust models to
predict the probability of reliable responses [41], hidden gold standard questions [36], and the use of metrics
that quantify acceptability of responses from the crowd [16]. In this paper, we propose a novel method for the
pre-selection of workers, that outperforms traditional performance based pre-screening methods.

Kazai et al. [20] used behavioral observations to typecast workers as one of Spammer; Sloppy; Incompetent;
Competent; or Diligent. Here the authors take a keen interest in designing this typology with an aim to a�ract
workers with desirable features, rather than to understand the competencies of the worker population.

As discussed by Dukat and Caton [8], these existing approaches are seldom applied to ascertain actual
worker competencies. �ey merely serve as an indicator for whether a worker is likely to possess the required
ability to complete a microtask successfully, and whether a worker is trustworthy. In this paper, we present an
understanding of the diversity in competence of individual crowd workers.

In closely related works by Kosinski and Bachrach et al., the authors measured the performance of crowd
workers on a standard IQ questionnaire [1, 24]. �e authors however, discuss factors that e�ect the overall
performance such as composition of the crowd, reputation of workers and monetary rewards. Finally, the authors
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discuss an approach to aggregate responses from crowd workers to boost performance. While in these works the
authors show that aggregating responses from crowd workers is a pro�table approach, in this paper, we are more
interested in the individual competence of workers, and therefore adopt a more granular view of responses.

Previous works have highlighted the importance of building tools that support crowd work from the perspective
of workers, in order to address the power asymmetry in existing crowdsourcing platforms such as AMT [17, 31, 32].
In addition to this, Ki�ur et al. identi�ed facilitation of learning as an important next step towards building a
bright future for crowd work [23]. Complementary to these initiatives, we propose the use of self-assessments
in pre-selection of workers to aid requesters in recruiting the desired crowd. In the future, we can explore the
potential use of self-assessments to help workers increase their self-awareness, identify and potentially facilitate
learning where their skills are lacking. �us, we believe that there can be promising new directions based on
leveraging workers’ self-assessments to support and improve crowd work in various domains.

11 CONCLUSIONS AND FUTURE WORK
Our work presented in this paper has important implications on paid microtask crowdsourcing systems, since
we show that there is a disparity in the crowd regarding the metacognitive ability of workers. �is hinders the
performance of workers and deprives learning. �rough our experiments and results presented in this work,
we see evidence of the Dunning-Kruger e�ect in the paid crowdsourcing paradigm. By studying the impact of
inherent task di�culty in the logical reasoning task, and exploring three hypotheses, we reached the following
main conclusions and novel contributions.

(i) �e important contribution that our work adds to existing literature on self-assessment is the impact of task
di�culty on the Dunning-Kruger e�ect among crowd workers. In tasks with relatively lower di�culty (lower
grades), we clearly observe the Dunning-Kruger e�ect. However, we note that with an increase in grade levels,
competent workers also tend to gradually shi� towards over-estimation of their ability and performance. �is is
explained by the fact that the higher grades go beyond the capabilities of even the competent crowd workers
(research questions RQ#1, RQ#2).
(ii) �e capability of a worker to accurately self-evaluate is an integral aspect of the worker’s competence.
�rough our rigorous evaluation in tagging, sentiment analysis and image validation tasks, we have observed
that crowdsourcing microtask requesters can bene�t by operationalizing workers’ self-assessments as a means
of assessing their competence rather than relying solely on their performance in worker pre-selection phases
(RQ#3). We �nd that workers pre-selected using our proposed approach exhibit a signi�cantly higher accuracy,
than those that are obtained using a traditional pre-screening method.

Our �ndings enrich the current understanding of crowd work and structuring work�ow. In the imminent
future, we will investigate the use of self-assessments to help workers increase their self-awareness, identify
and potentially facilitate learning. We will also test the applicability of our proposed approach across di�erent
domains of crowd work. We will investigate the resilience of self-assessment based pre-screening to adversarial
a�acks, in comparison to traditional pre-screening methods.

A APPENDIX : ANALYSIS OF CONFOUNDING VARIABLES
In this appendix, we provide a thorough analysis of workers that participated in the graded tasks (G5-G12) in
Study I and the confounding variables.

A.1 Other Demographics and Worker Performance
�e overall performance of a worker in each grade is measured as the number of correctly answered questions.
We investigated the transition of the workers performance from low to high grades; in the 5th grade, the majority
of workers achieved a score of 13 correct answers out of 15. �is declined to 5 in case of the 12th grade, as shown
in Figure 13(h). Figure 13(i) depicts the overall performance of workers across all grades.
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(a) Grade 5 (x̄ = 11.65)
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(b) Grade 6 (x̄ = 9.01)
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(c) Grade 7 (x̄ = 8.61)
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(d) Grade 8 (x̄ = 5.97)
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(e) Grade 9 (x̄ = 5.98)
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(f) Grade 10 (x̄ = 6.86)

 0

 5

 10

 15

 20

 25

 30

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

%
 o

f 
w

o
rk

e
rs

# of correct answers

(g) Grade 11 (x̄ = 4.93)
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(h) Grade 12 (x̄ = 4.31)
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Fig. 13. The distribution of workers based on the number of correct answers (with a maximum of 15). ‘x̄ ’ represents the mean
performance of workers in each corresponding grade, and ‘µ’ represents the mean performance of workers across all grades.

We found deteriorating competence of the worker pool with the progressive di�culty of the grade levels. �is
di�erence in worker performance with respect to the grades is signi�cantly di�erent between all the grades
(p<.01), with the exception of (G6, G7 ), (G8, G9), and (G8, G10) using multiple t-tests and Bonferroni correction
for type-I error in�ation.

If we assume that in order to pass the test, crowd workers are required to score over 50% (>7/15; more than
7 out of 15), we note that the percentage of workers that pass is a monotonically decreasing function from G5
(about 93%) through G12 (about 8%). Considering the passing score to be over 50% (>7/15) in each grade, we note
that on average the crowd workers pass only G5, G6 and G7. Hence, crowd workers while working individually
in this task se�ing, can be said to be capable of passing the 7th grade on average.
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A.1.1 Majority Voting vs. Correct Answers. Considering that majority voting is a widely used scheme for
aggregating judgments from crowd workers, we analyzed the correlation of cases where the majority voting
scheme corresponds to the correct answer to a question across the di�erent grades.
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Fig. 14. Number of correct answers based on majority voting and the average performance of workers in each grade.

In Figure 14, we show the number of times that an answer to a question based on the majority voting is actually
correct, in contrast to the case where the answer emerging from majority voting happens to be incorrect for
the di�erent grades. With the gradual increase in the di�culty level from G5 through G12, such agreement
between the majority voted answer and the correct answer decreases rapidly. In the 5th grade majority voting
always corresponds to the correct answer, whereas in the 12th grade it leads to the correct answer in only 5 cases.
Considering that a passing grade for the crowd is 50%, we note that crowd workers collectively, can be said to be
capable of passing the 11th grade. Our �ndings here, align with studies of collective wisdom in the crowd that
show an improvement in accuracy over crowd workers working individually [1].

A.1.2 Crowdsourcing Channels. �e workforce of CrowdFlower participating in tasks on the platform, origi-
nates from various third-party channels13. We analyzed the performance of the workers from di�erent channels,
and their contribution to the task completion. Our �ndings are presented in Table 2. We note that nearly 90%
of workers in our tasks come from two channels, namely clixsense and neodev. We found that across the
di�erent channel groups, Levene’s test for homogeneity of variances was not violated; F (6,1663) = 0.7311,
p = 0.6246. �us, we conducted a one-way between workers ANOVA to compare the e�ect of the top 7 channel
groups (see Table 2) on the performance of workers (across all grades). We found no signi�cant di�erence in
the performance of workers at the p < .05 level for the 7 channel-group conditions [F(6,1663)=1.1722, p=0.32].
13h�ps://www.crowd�ower.com/labor-channels/
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Post-hoc comparisons using the Tukey HSD test con�rmed the lack of signi�cant di�erence between any two of
the 7 channel-group conditions.

Table 2. Top 7 third-party channels through which workers participated in our tasks from G5-G12. The le�-half of the table
shows the percentage of workers that account to specific grades. The right-half of the table shows the average number of
correctly answered questions.

channel % of workers Avg. Performance

5th 12th Overall 5th 12th Overall

clixsense 44.30 47.49 45.12 11.69 3.96 7.16
neodev 37.72 34.70 38.69 11.70 4.45 7.10
elite 9.21 4.57 7.08 11.57 5.90 7.1
tremorgames 3.51 2.74 2.29 12.50 4.17 8.76
getpaid 1.32 1.37 0.68 1.03 3.67 6.7
gi�hunterclub 0.88 2.74 0.6 11.00 6.00 5.13
instagc 0.88 1.83 0.23 1.5 4.25 7.39

A.1.3 Worker A�ributes: Age and Education. Age. We collected responses from the crowd regarding their
age group, to investigate the in�uence of age on the performance of workers. Table 3 presents our �ndings. �e
biggest group of workers lies in the age group of 26-35 years, which accounts for nearly 42% of all crowd workers
in our task. Due to homogenity of variances, we conducted a one-way between workers ANOVA to compare the
e�ect of age on the performance of workers (across all grades) in the 5 age-group conditions presented in Table
3. However, there was no signi�cant e�ect of age on the performance of workers at the p<.05 level for the 5
age-group conditions [F (4,1727) = 0.19,p = .94].

Table 3. Distribution of workers based on their age group and performance (average number of correctly answered questions)
for the di�erent grades G5, G12 and overall (G5-G12).

Age Group % of workers Avg. Performance

5th 12th Overall 5th 12th Overall

18-25 27.19 23.29 25.69 11.18 4.45 7.22
26-35 43.42 37.90 41.74 11.52 4.33 7.15
36-45 18.42 21.00 19.98 12.55 4.09 7.36
46-55 7.46 13.70 9.64 11.88 4.50 7.19
> 55 3.51 4.11 2.94 11.88 4.11 7.31

Education. In Table 4 we present the distribution of workers based on their educational quali�cations and their
performance. A majority of workers have a Bachelor’s degree, while a small percentage has a Doctoral degree. We
found that Levene’s test for homogenity of variances was not violated across the di�erent educational quali�cation
groups; F (9,1722) = 1.5274 , p = 0.1327. �us, we conducted a one-way between workers ANOVA to compare the
e�ect of education on the performance of workers (across all grades) in the 10 educational quali�cation conditions
presented in Table 4. �ere was a signi�cant e�ect of educational quali�cation on the performance of workers at
the p<.001 level for the 10 conditions [F (9,1722) = 4.889,p = .0001]. Post-hoc comparisons using the Tukey HSD
test indicated that the mean performance of workers with the educational quali�cation of ‘Some high school (no
diploma)’ (M=5.62, SD=3.58) and ‘Technical/Vocational training’ (M=6.09, SD=3.28) was signi�cantly di�erent than
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Table 4. Distribution of workers based on their educational qualifications and performance (average number of correctly
answered questions out of 15).

Education % of workers Avg. Performance

5th 12th Overall 5th 12th Overall

No schooling 0.00 0.46 0.17 0.00 4.00 5.67
Some high school 2.63 6.39 3.98 13.33 3.79 5.62
(no diploma)
High school 14.91 11.42 11.43 11.06 3.84 6.80
Some college 11.84 13.70 12.76 11.56 4.50 6.99
(no degree)
Technical/vocational
training

3.95 7.76 5.72 11.44 4.53 6.09

Associate degree 3.95 5.48 4.68 11.11 4.42 6.99
Bachelor’s degree 34.65 24.66 34.64 11.42 4.44 7.67
Professional degree 8.77 11.87 8.43 12.20 4.04 6.95
Master’s degree 17.98 14.61 16.69 12.17 4.78 7.74
Doctorate 1.32 3.65 1.50 13.67 3.75 7.31

that of workers with the educational quali�cation of Bachelor’s (M=7.67, SD=3.59) or Master’s degree (M=7.74,
SD=3.69). However, there was no signi�cant di�erence between the workers with other educational quali�cations.

A.2 Task Completion Time

Fig. 15. Distribution of workers based on their performance (number of correct answers on x-axis) and task completion time
(in minutes on y2-axis) for the di�erent grades.

, Vol. 1, No. 1, Article 1. Publication date: January 2016.



1:24 • U. Gadiraju et al.

Figure 15 presents the correlation between the task completion time for a grade and the resulting performance
of the workers. It is evident that there is a direct correlation between the performance score of workers and the
completion time. We found a positive correlation between the performance and completion time up to grade
7. �e correlation coe�cients (as measured based on Pearson’s r) for grades 5 upto 7, are 0.68, 0.35, and 0.47
respectively. In case of grades higher than 7, we found a weak negative correlation. Based on these observations,
we reason that if a worker is not capable of solving a task, the task completion time does not in�uence the
corresponding performance in the given task.

An interesting insight from Figure 15 is that poorly performing workers depict a signi�cantly lesser task
completion time than the best performing workers. While this di�erence varies between grades, the overall
di�erence between workers with an average number of correct answers below 5, and those with more than 10
correct answers, is over 10 minutes.
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