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Abstract The suitability of crowdsourcing to solve a variety of problems has
been investigated widely. Yet, there is still a lack of understanding about the
distinct behavior and performance of workers within microtasks. In this pa-
per, we first introduce a fine-grained data-driven worker typology based on
different dimensions and derived from behavioral traces of workers. Next, we
propose and evaluate novel models of crowd worker behavior and show the
benefits of behavior-based worker pre-selection using machine learning mod-
els. We also study the effect of task complexity on worker behavior. Finally, we
evaluate our novel typology-based worker pre-selection method in image tran-
scription and information finding tasks involving crowd workers completing
1,800 HITs. Our proposed method for worker pre-selection leads to a higher
quality of results when compared to the standard practice of using qualification
or pre-screening tests. For image transcription tasks our method resulted in an
accuracy increase of nearly 7% over the baseline and of almost 10% in infor-
mation finding tasks, without a significant difference in task completion time.
Our findings have important implications for crowdsourcing systems where a
worker’s behavioral type is unknown prior to participation in a task. We high-
light the potential of leveraging worker types to identify and aid those workers
who require further training to improve their performance. Having proposed a
powerful automated mechanism to detect worker types, we reflect on promot-
ing fairness, trust and transparency in microtask crowdsourcing platforms.
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1 Introduction

“A worker may be the hammer’s master, but the hammer still prevails. A tool
knows exactly how it is meant to be handled, while the user of the tool can only
have an approximate idea.”

— Milan Kundera

A primary challenge in microtask crowdsourcing is quality assurance (Kit-
tur et al., 2013). Various aspects can effect the quality of data collected (Ipeiro-
tis et al., 2010), ranging from poor HIT (Human Intelligence Task) design to
the presence of malicious activity (Gadiraju et al., 2015b). To improve crowd-
sourced data quality, early work has focused on aggregating multiple answers
from different workers in the crowd by going beyond the simple majority vote
(Demartini et al., 2012; Sheshadri and Lease, 2013; Venanzi et al., 2014). Other
works have focused on modeling worker skills and interests to assign available
HITs to them (Difallah et al., 2013; Bozzon et al., 2013). Authors have also
proposed the use of gamification (Feyisetan et al., 2015a) and collaboration
(Rokicki et al., 2015) to improve the effectiveness of the paradigm and balance
the costs with benefits.

Rzeszotarski and Kittur, proposed to track worker activity to distinguish
between good and bad workers according to their performance (Rzeszotarski
and Kittur, 2011). Recently, Dang et al. built a framework called mmmTurkey,
by leveraging this concept of tracking worker activity (Dang et al., 2016).
Rzeszotarski et al. showed several benefits of their approach when compared
to other quality control mechanisms due to aspects such as effort, skill and
behavior that can be interpreted through a worker’s activity, and eventually
help in predicting the quality of work (Rzeszotarski and Kittur, 2011, 2012).
While it is certainly useful to predict good versus bad quality of work, we
argue that further benefits can be revealed by understanding worker activity
at a finer level of granularity. For example, the knowledge that even good
workers perform and operate in different ways to accomplish tasks, leads to
the question of whether such differences can have practical implications.

With the rise in adoption of crowdsourcing solutions that leverage human
input through microtask marketplaces, new requirements have emerged. Often
it is not sufficient to predict the quality of work alone when there are addi-
tional constraints on costs (in terms of time and money). Moreover, a better
understanding of how good workers differ in complex crowdsourcing tasks can
lead to further benefits like improved HIT design or HIT assignment models.

Research Questions and Original Contributions.
This paper aims at filling this knowledge gap by contributing novel insights
on worker behavior in microtask crowdsourcing. We aim to understand and
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identify the different types of workers in the crowd by focusing on worker
behavior. Our objective is to advance the current understanding of different
types of workers present in a crowdsourcing platform and leverage this for
worker pre-selection, given a task to be completed. By combining quantitative
analysis and proposing a supervised machine learning model, we seek to answer
the following research questions.

RQ#1 How can requesters leverage worker behavioral traces and benefit
from the knowledge of worker types at a fine granularity?

We collected activity tracking data from workers completing 1,800 HITs
with varying length, type, and difficulty. We refined the existing understand-
ing of worker types and extended it to multi-dimensional definitions within a
worker typology. We experimentally showed that it is possible to automatically
classify workers into granular classes based on supervised machine learning
models that use behavioural traces of workers completing HITs. Leveraging
such worker type classification, we can improve the quality of crowdsourced
tasks by pre-selecting workers for a given task.

RQ#2 What is the impact of task type and task complexity on the be-
havior of crowd workers?

We considered the two different task types of content creation and infor-
mation finding. We deployed tasks where workers had to transcribe images in
case of the content creation tasks, or find the middle-names of personalities in
case of the information finding tasks. We varied the task complexity of both
these types of tasks in order to analyze the impact of task complexity on the
behavior and performance of workers across both types of tasks. Based on our
experiments and results we found that pre-selection based on worker types
significantly improves the quality of the results produced, particularly in tasks
with high complexity.

RQ#3 How effective is behavior-based pre-selection of crowd workers?

Our pre-selection method based on worker types yields an improvement of
up to 10% compared with standard worker pre-selection techniques, without
effecting the task completion time of workers. Predicting worker types can have
important implications on promoting trust and transparency in crowd work.
For example, workers can receive feedback and training that is personalized
to their worker type. Workers can be made aware of their type and supported
towards becoming more effective and efficient.
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2 Related Literature
2.1 Modeling Crowd Workers

Crowd worker behavior is influenced by several aspects, some of which are
inherent to the worker (such as trustworthiness of a worker (Gadiraju et al.,
2015b)) and others that are induced by the nature of tasks (such as task
complezity (Yang et al., 2016)). Workers can be categorized based on the
quality of their work. Some categories proposed by (Gadiraju et al., 2015b) and
(Kazai et al., 2011) include elite workers, competent workers, less-competent
workers, and so forth. As described by (Eickhoff et al., 2012), money-driven
workers are motivated by the monetary incentives, while entertainment-driven
workers mainly seek diversion but readily accept the monetary rewards as
additional extrinsic motivation.

Work on understanding and modeling worker behavior includes (Kazai
et al., 2011), where authors proposed worker types based on outcomes of be-
havior, such as the amount of time spent on the task and quality of the work
produced. Authors defined four classes of workers: diligent (workers complet-
ing the task carefully), competent (efficient and effective workers), incompetent
(workers with a poor understanding of the task), and spammers.

Kazai et al. observed that varying task design properties (task difficulty
and reward) has an impact on the type of crowd which completes the task, and
workers’ performance based on their interest and perceived challenge (Kazai
et al.; 2013). Authors found that workers who were bored underperformed
and workers who found the task difficult exhibited a lower accuracy. Difallah
et al. proposed building worker models by indexing Facebook pages that work-
ers liked, to assign HITs to those workers whose skills and interests best fit
the task at hand (Difallah et al., 2013). Vuurens and De Vries introduced a
worker taxonomy focusing on different types of workers who performed poorly
(Vuurens and De Vries, 2012). The authors compared diligent workers, sloppy
workers (i.e., workers who were honest but provided low quality labels), ran-
dom spammers (workers with an inter-worker agreement rate close to ran-
dom), and uniform spammers (workers who repeated the same answer across
the task). The authors proposed methods to automatically detect such work-
ers based on comparing their responses with those from other workers. Recent
work by Gadiraju et al. focused on the understanding of malicious behavior
exhibited by workers in the crowd (Gadiraju et al., 2015b), where authors ob-
served different malicious techniques used by workers to complete HITs with
the sole purpose of maximizing their monetary rewards, without providing a
quality response. Authors typecasted unreliable workers mainly as being ei-
ther fast deceivers (i.e., workers who copy-paste the same response in multiple
fields or provide quick and random responses to maximize their earnings),
smart deceivers (i.e., workers who exert little effort by providing suboptimal
responses without triggering underlying response validators), and rule breakers
(i.e., workers who do not conform to the requirements laid down by requesters,
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thereby providing responses which are not entirely useful in the best case and
completely useless in the worst case).

These prior works primarily focus on the outcomes of work completed to
typecast workers. We advance the understanding of worker types by integrat-
ing the different dimensions considered in lone typologies in each case of pre-
vious work. The result is a holistic perspective of behavior, performance and
motivation for each category in the proposed worker typology with a higher
granularity of worker behavior. We discuss this further in Section 3.3.

2.2 Quality Control

One of the classic approaches to detect low quality work, is to compare worker
responses against a gold standard dataset. Oleson et al. proposed the program-
matic creation of gold standard data to provide targeted training feedback to
workers and prevent common scamming scenarios. Authors found that it de-
creases the amount of manual work required to manage crowdsourced labor
while improving the overall quality of the results (Oleson et al., 2011). Simi-
larly, Wang et al. proposed to seamlessly integrate gold data (i.e., data with
priorly known answers) for learning the quality of workers (Wang et al., 2011).

Another traditional way to increase label quality generated by means of mi-
crotask crowdsourcing is to rely on redundancy; by assigning the same task to a
number of workers and then aggregating their responses. Sheshadri and Lease
have been benchmarked such techniques over a set of crowd generated labels,
comparing state of the art methods over the classic majority vote aggregation
method (Sheshadri and Lease, 2013). More recently, Venanzi et al. proposed an
advanced response aggregation technique that weights crowd responses based
on measures of workers similarity, showing a significant improvement in label
accuracy (Venanzi et al., 2014).

In other works, Marshall and Shipman proposed the use of psychometric
tests to ensure reliability of responses from workers (Marshall and Shipman,
2013). Rzeszotarski and Kittur looked at worker tracking data with the pur-
pose of distinguishing between high and low performing workers (Rzeszotarski
and Kittur, 2011). Additionally, the authors presented visual analytics tools
that allow requesters to observe worker performance and identify low perform-
ers to be filtered out (Rzeszotarski and Kittur, 2012). Kazai et al. proposed to
look at worker demographics and personality traits as indicators of work qual-
ity (Kazai et al., 2012). Qualification tests and pre-screening methods have
also been adopted in order to select appropriate workers for a given task. Re-
cent work by Gadiraju et al. has proposed the use of worker self-assessments
for pre-selection (Gadiraju et al., 2017b).

A limitation of prior works on quality control based on worker typologies
is the absence of prior knowledge about worker types in typical scenarios, and
the lack of automated methods that go beyond identifying good and bad per-
forming workers. Our work is complementary to aforementioned prior works,
in that we aim to improve the quality of work that is produced by workers.
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In addition, by relying on a more granular understanding of worker types, we
afford pre-selection of desired workers in the absence of any prior informa-
tion about workers. We extract behavioral features and propose a supervised
machine learning model, that automatically detects worker types, thus going
beyond the good/bad binary classification problem.

3 Methodology and Setup
3.1 Methodology

To address the research questions stated earlier, we consider the task types
of Content Creation and Information Finding (Gadiraju et al., 2014). A re-
cent study on the dynamics of crowdsourced tasks on Amazon’s Mechanical
Turk (AMT) showed that content creation tasks have been the most popularly
crowdsourced tasks over the last 5 years, while information finding tasks have
depicted the most growth over the last 3 years (Difallah et al., 2015).

In a seminal work on task complexity (Wood, 1986), the author suggested
component complexity to be a type of task complexity. Wood posited that
component complexity is a direct function of the number of distinct acts that
need to be executed while performing the task, and the number of distinct
information cues that must be processed in order to do so. Wood suggested
that as the number of acts required to be carried out increase, the knowledge
and skill requirements for a task also increase, simply because there are more
activities and events that an individual needs to be aware of and able to
perform.

One can model task complexity (Yang et al., 2016) from a worker’s point of
view, where worker competence for example, could play a role in determining
how complex a given task is. This is logically sound, since one worker can find
a given task to be difficult while another can find the same task to be simple.
However, including inherent worker traits in task complexity modeling would
make it subjective.

To define task complexity from a purely objective standpoint, we consider
the characteristics of the task alone. Herein, we model task complexity as a
function of (i) the objective difficulty-level of the task and (ii) the length of
the task.

8.1.1 Microtask Design - Content Creation

Due to its popularity, we choose to use image transcription as the content cre-
ation task in our experiments. For this purpose, we use a dataset of captchas’
where crowd workers are asked to decipher characters from a given image
(Gadiraju et al., 2015a). To cater to varying task complexity and observe con-
sequent behavior of workers participating in the tasks, we consider tasks with

I http://www.captcha.net/
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(a) Difficulty Level I (b) Difficulty Level IT (c) Difficulty Level III
(no-stroke) (one-stroke) (two-strokes)

Fig. 1: Progressive difficulty levels in the content creation task of transcribing
captcha images.

lengths of 20, 30, and 40 units respectively. In each unit a worker is asked to
transcribe a captcha. Apart from this, to model the difficulty-level aspect of
task complexity, we use the objective notion of smudging the captchas with
no-stroke, one-stroke, and two-strokes to indicate a progressively increas-
ing difficulty-level of tasks (as shown in Figure 1). Thus, we aim to replicate
the objective reality of image transcription tasks where some images can be
easier to transcribe than others. This follows Wood’s explanation of compo-
nent complexity, since the distinct act of identifying and transcribing a captcha
increases due to decreasing legibility of the characters across each level.

This is an attention check question. Please select the second option.
Apple Ball Cat Dog

Fig. 2: Question to assess trustworthiness of workers.

To deduce the trustworthiness of a worker as demonstrated in (Gadiraju
et al., 2015b), we intersperse multiple choice questions between the image
transcription units at a regular interval of 25% of total units. We explicitly
ask workers to pick a given option, (as shown in Figure 2), and due to the
fact that this is a change in question format (from transcribing an image in
a text field to answering a multiple choice question) we believe that it is not
possible for a trustworthy worker to miss the direct and clear instruction. We
consider workers who answer one or more of these questions incorrectly to be
untrustworthy.

3.1.2 Microtask Design - Information Finding

For the information finding type, we adopt the task of finding the middle-
names of famous people. To investigate the effect of varying task complexity
on worker behavior, we consider tasks with length of 10, 20, and 30 units
(since this type of task requires more time for completion in comparison to
the content creation task of image transcription). In each unit, a worker is
asked to find the middle-name of a given person. We model the task difficulty
objectively into 3 levels, wherein workers need to consider an additional aspect
in each progressively difficult level as shown in Figure 3.
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Find the middle-name of Daniel Craig.

(a) Difficulty Level I (level-I)

Find the middle-name of George Lucas (profession: Archbishop).

(b) Difficulty Level II (1evel-II)

Find the middle-name of Brian Smith (profession: Ice Hockey,
year: 1972).

(c) Difficulty Level III (level-III)

Fig. 3: Progressive difficulty levels in the Information Finding task of finding
the middle-names of famous persons.

In level-I, workers are presented with unique names of famous persons,
such that the middle-names can be found using a simple Google or Wikipedia
search. In level-II workers are additionally provided with the profession of
the given person. We manually selected the names such that there are at
least two different individuals with the given names in level-II, and the
distinguishing factor that the workers need to rely upon is their profession. In
level-III workers are presented names of persons, their profession, and a year
during which the persons were active in the given profession. There are multiple
distinct individuals with the given names, associated with the same profession
in level-III. The workers are required to identify the accurate middle-name
by relying on the year in which the person was active in the profession. The
progressively difficult levels in the information findings tasks are analogous
to Wood’s definition of component complexity, where the number of distinct
information cues that must be processed increase by a factor of one and the
number of acts that need to be executed (the number of units) increase by
10 units. We use the same method adopted in the content creation tasks to
determine the trustworthiness of workers in these information finding tasks.

3.2 Experimental Setup

We deployed 9 tasks of the content creation type, with varying combinations of
length (20, 30, 40 units) and objective difficulty-levels (no-stroke, one-stroke,
two-strokes) on CrowdFlower?. Similarly we deployed a further 9 tasks of the
information finding type, with varying combinations of length (10, 20, 30 units)
and objective difficulty (level-I, level-II, level-III). For each of these 18 tasks,
we gathered responses from 100 distinct workers resulting in a total of 1,800
HITs. We deployed tasks of the same type and difficulty-level concurrently, in

2 http://www.crowdflower.com/
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order to avoid potential learning biases. Workers were paid in accordance to
the task complexity of a given task (10, 20, 30 USD cents per unit).

3.2.1 Tracking Worker Activity

In the context of crowdsourcing, user tracking techniques have been used for a
variety of reasons. Examples include work done by Cheng et al., where authors
logged browser window focus changes to understand interruptions (Cheng
et al., 2015). Feyisetan et al. used mouse tracking to generate heatmaps over
HITs to see which part workers focused on (Feyisetan et al., 2015b). More re-
cently, Kazai et al. used behavioral data to compare experts and crowd workers
on HITs pertaining to relevance judgments (Kazai and Zitouni, 2016).

3.2.2 Mousetracking Implementation:

We implemented mousetracking using Javascript and the JQuery library, and
logged user activity data ranging from mouse movements to keypresses. We
took measures to distinguish between workers that use a mouse and those
who use a touchpad. We also distinguish between worker mannerisms with
respect to scrolling behavior; use of scrollbar as opposed to the mousewheel.
In this way, we gathered worker activity data from each of the experimental
tasks deployed on CrowdFlower. Apart from this data, we use a Javascript im-
plementation® of browser fingerprinting (Eckersley, 2010) in order to identify
workers that participate in tasks multiple times (‘repeaters’) by virtue of us-
ing different worker-ids (Gadiraju and Kawase, 2017). We take measures to
avoid privacy intrusion of workers by hashing various browser characteristics
such as the user agent, cookies settings, screen resolution, and so forth, results
in a 64-bit browser fingerprint. We do not retain any worker-specific browser
traits other than the resulting fingerprint to identify repeaters.

3.3 Modeling Worker Behavior

We present a worker typology by building on prior works described in Section
2.1 in an inductive and data-driven fashion prescribed by Berg et al. (Berg,
2004). To summarize, Kazai el al. (Kazai et al., 2011), Gadiraju et al. (Gadi-
raju et al., 2015b), and Vuurens and De Vries (Vuurens and De Vries, 2012)
proposed worker typologies based on worker behavior and performance, while
Eickhoff et al. (Eickhoff et al., 2012) categorized workers based on their moti-
vation. We propose to combine behavior, motivation, and performance rather
than looking at each aspect individually to typecast workers from a holistic
standpoint. Based on the responses provided by workers in the 1,800 HITs
described earlier, we computed their performance. We explicitly gathered in-
formation from workers regarding their motivation for participation. Finally,

3 http://github.com/Valve/fingerprintjs
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based on the low-level worker activity that we logged, we were able to analyze
worker behavior.

To categorize workers based on their performance (accuracy and task com-
pletion time), motivation, and behavior we used a data-driven and inductive
approach. This means that the categories we thereby derived were grounded
in the data from which they emerged, as suggested by Denzin (Denzin, 1978)
as well as Glaser and Strauss (Strauss and Glaser, 1967). We manually in-
spected workers’ responses to the 1,800 HITs and built rubrics around their
task completion time, trustworthiness, and performance to assign appropriate
labels. The rubrics were such that worker types could be assigned without
clashes between the classes. Three authors of this paper acted as experts and
designed a coding frame according to which we could decide which category
in the typology a worker belonged to. In case, the characteristics exhibited
by workers did not fit any existing category, a new one was created. After
resolving disagreements on the coding frame every worker was labeled with a
category. We followed the guidelines suggested by (Strauss, 1987; Berg, 2004)
while conducting the open-coding of behavioral data, collected over the 1,800
HITs run on CrowdFlower, leading to the following categories*. We also de-
scribe the rubrics used to categorize workers into the respective category.

top-quatrtile

1 1 1 N
T >

25% 50% 75%

A

bottom-quatrtile

Fig. 4: Quartiles of task completion time and accuracy of workers used within
rubrics for categorization of workers in the proposed typology. The first quar-
tile is the bottom-quartile, followed by the 27¢, 3" and the 4*" quartile, which
is also called the top-quartile.

— Diligent Workers (DW). These crowd workers may be money-driven or
entertainment-driven. They make sure to provide high quality responses and
spend a long time to ensure good responses.

Rubric used to categorize DW: trustworthy workers who have high to very
high task completion times (i.e., 3% and 4" quartiles of task completion times
among all workers in the given task), and high to very high accuracy (i.e., 3"
and 4" quartiles of accuracy among all workers in the given task).

— Competent Workers (CW). These crowd workers may be money-driven
or entertainment-driven. They possess skills necessary to complete tasks in a
quick and effective manner, producing high quality responses.

4 Note that worker types describe session-level behavior of the workers rather than prop-
erties of a person.
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Rubric used to categorize CW: trustworthy workers who have very low

to low task completion times (i.e., first 2 quartiles of task completion times
among all workers in the given task), and high to very high accuracy (i.e., 3"
and 4" quartiles of accuracy among all workers in the given task).
— Fast Deceivers (FD). These crowd workers are money-driven, and attempt
to complete a given task in the fastest possible way to attain the rewards
offered. Due to this, fast deceivers provide poor responses by copy-pasting
content and taking advantage of loopholes in the task design (such as weak or
missing validators).

Rubric used to categorize FD: untrustworthy workers® who have low to

very low task completion times (i.e., first 2 quartiles of task completion times
among all workers in the given task), and very low accuracy (i.e., the bottom
quartile of accuracy among all workers in the given task).
— Smart Deceivers (SD). These crowd workers are money-driven and aware
of potential validators and checks that task requesters may be using to flag
workers (such as minimum time spent on a question). They provide poor re-
sponses without violating validators, and thereby exert less effort to attain the
incentives.

Rubric used to categorize SD: trustworthy workers who have high task
completion times (i.e., 374 quartile of task completion times among all workers
in the given task), and very low accuracy (i.e., the bottom quartile of accuracy
among all workers in the given task).

— Rule Breakers (RB). These crowd workers may be money-driven or
entertainment-driven. They provide mediocre responses that fall short of the
expectations of a requester (eg., providing 3 keywords where 5 are required).

Rubric used to categorize RB: trustworthy workers who have high task

completion times (i.e., 374 quartile of task completion times among all workers
in the given task), and high accuracy (i.e., the 3" quartile of accuracy among
all workers in the given task).
— Less-competent Wokers (LW). These crowd workers may be money-
driven or entertainment-driven. They appear to have a genuine intent to com-
plete a given task successfully by spending ample time on it, but lack the
necessary skills to provide high quality responses.

Rubric used to categorize LW': trustworthy workers who have very high

task completion times (i.e., 4th quartile of task completion times among all
workers in the given task), and low accuracy (i.e., the 2"¢ quartile of accuracy
among all workers in the given task).
— Sloppy Workers (SW). These crowd workers may be money-driven or
entertainment-driven. They complete tasks quickly and perform with an aver-
age or below average accuracy. Sloppy workers (Kazai et al., 2011) appear to
err due to their speed within the task.

Rubric used to categorize SW: trustworthy workers who have very low task
completion times (i.e., first quartile of task completion times among all workers

5 Untrustworthy workers are those workers who failed to pass at least one attention check
question.
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2nd

in the given task), and low accuracy (i.e., the quartile of accuracy among

all workers in the given task).

4 Categorization of Workers
4.1 Worker Types in CC and IF Tasks

Based on the responses of individual workers in each of the 18 different tasks,
3 authors of this paper acted as experts and manually categorized workers
into different classes of the worker typology presented earlier. In the 9 content
creation tasks of image transcription, the overall inter-rater agreement on the
expert annotations was found to be 80.1% according to percent agreement,
while that in case of the 9 information finding tasks of finding middle-names
was found to be 89.1%. Following a phase of discussion between the experts,
the instances with disagreements were resolved in order to ensure accurate
categorization of workers.

Figure 5(a) presents the distribution of different worker types based on
manual annotations in the content creation (CC) tasks of image transcription
with varying task complexity.

We note that in tasks with the length of 20 units, the percentage of sloppy
workers (SW) and fast deceivers (FD) increases with an increase in task diffi-
culty, while that of rule breakers decreases. In the tasks with length 30 units,
we observe an increase in the number of less-competent workers (LW) with
an increase in difficulty level. This indicates that as the complexity of a task
increases, the competence or skill of a worker plays a more decisive role in the
worker’s performance. In tasks with a length of 30 and 40 units we note a high
fraction of sloppy workers (SW) on average.

Figure 5(b) presents the distribution of different worker types based on
manual annotations in the information finding (IF) tasks of finding middle-
names with varying task complexity. We can see that with an increasing task
complexity there is a decrease in the number of CW and increase in the number
of DW. This indicates that complex tasks can go beyond the competence of
workers and therefore workers tend to require more time to complete the task
in order to perform accurately. We also note an increase in the number of FD
with increasing task complexity.

Figure 6 presents the average accuracy of different types of workers and
their task completion time in each of the CC tasks with varying task complex-
ity. Across all the tasks, by definition we note that competent workers (CW)
and diligent workers (DW) exhibit the highest levels of accuracy. However,
CW take significantly lesser time than DW to complete the tasks (p<.001).
We also note that with increasing task complexity, DW take more time to
complete.

As shown in Table 1, less-competent workers (LW) also take a long time
for task completion, but exhibit a much lower accuracy. Fast deceivers (FD)
and smart deceivers (SD) exhibit lowest accuracies and task completion times
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(a) Image Categorization Tasks
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CW @ FD 1 RB @@ SW s
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(b) Information Finding Tasks

Fig. 5: Distribution of worker types in the (a) content creation (CC) tasks and (b) informa-
tion finding (IF) tasks, with varying task complexity. The different worker types presented
here are as follows. CW: Competent Workers, DW: Diligent Workers, FD: Fast Deceivers, LW:
Less-competent Workers, RB: Rule Breakers, SD: Smart Deceivers, SW: Sloppy Workers.

on average across all tasks, indicating their reward-focused intentions. Rule
breakers (RB) perform with a low accuracy across all the CC tasks, indicative
of their behavior resulting in partial responses.

Figure 7 presents the average accuracy and task completion time of dif-
ferent types of workers in the IF tasks with varying task complexity. Once
again we notice that CW and DW exhibit the highest accuracies across the
different tasks, with CW taking significantly lesser time to complete the tasks
(p<.001). Table 2 presents the overall accuracy of different types of workers
and their corresponding task completion times in the IF tasks. We observe
that on average DW fractionally outperform CW (but this difference is not
statistically significant). FD and SD exhibit the lowest accuracies and task
completion times due to their behavior. LW spend a considerable amount of
time on the tasks but fail to attain a high level of accuracy.
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Fig. 6: Average accuracy (scaled on the y-axis) and task completion time (scaled on the
y2-axis) of different types of workers in image transcription tasks with varying task
complexity. CW: Competent Workers, DW: Diligent Workers, FD: Fast Deceivers, LW: Less-
competent Workers, RB: Rule Breakers, SD: Smart Deceivers, SW: Sloppy Workers.
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Fig. 7: Average accuracy (scaled on the y-axis) and task completion time (scaled on the
y2-axis) of different types of workers in information finding tasks with varying task
complexity. CW: Competent Workers, DW: Diligent Workers, FD: Fast Deceivers, LW: Less-
competent Workers, RB: Rule Breakers, SD: Smart Deceivers, SW: Sloppy Workers.
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Table 1: Overall average accuracy and task completion time of different types
of workers in CC tasks.

Worker Type Avg. Acc (in %) Avg. Time (in mins)

Ccw 83.79 5.01
DW 82.94 11.37
FD 7.81 1.89
Lw 62.30 10.34
RB 30.23 4.49
SD 21.57 3.94
Sw 59.14 4.48

Table 2: Overall average accuracy and task completion time of different types
of workers in IF tasks.

Worker Type Avg. Acc (in %) Avg. Time (in mins)

Cw 73.62 18.39
DwW 75.51 26.79
FD 1.75 3.03
Lw 43.28 20.27
RB 18.51 11.57
SD 10 9.57
Sw 41 6.90

5 Automatic Categorization

To use the proposed worker typology in practice, in this section we present the
results of an experimental evaluation of supervised machine learning models
used to automatically classify worker types based on behavioral traits. Among
different possible supervised models (i.e., Naive Bayes, Support Vector Ma-
chines, Neural Networks, and Decision Trees) random forest classifiers were
chosen as being the best performing in terms of accuracy over an initial pilot
dataset used for validation. In order to automatically categorize workers using
such supervised models, we leveraged several behavioral signals: we started
from a large set of signals indicating worker behavior and identified the most
informative features by means of information gain. We then build decision
trees (which are part of the random forest model) which place features which
are most discriminative of different worker types closer to the root node. Next,
we describe the final set of features used to train the model resulting from our
pilot experiments.

5.1 Features Indicating Behavioral Traces

We study the mousetracking data (including keypresses) generated by crowd
workers in 1,800 HITs through the 9 content creation and 9 information finding
tasks, in order to determine features that can help in the prediction of a worker
type. Some of the important features are presented below. A complete list of
features used can be found here®.

6 Shortened URL - https://goo.gl/jjv0gp



Behavioral Traces for Crowd Worker Modeling and Pre-selection 17

— time: The task completion time of a worker.

— tBeforeLClick: The time taken by a crowd worker before responding to
the multiple choice demographic questions in the tasks.

— tBeforelInput: The time taken by a crowd worker before entering a tran-
scription in the content creation task or a middle-name in the information
finding task.

— tabSwitchFreq: No. of times that a worker switches the tab while working
on a particular task.

— windowToggleFreq: No. of times that a worker toggles between the current
and last-viewed window while working on a particular task.

— openNewTabFreq: No. of times that a worker opens a new tab while working
on a particular task.

— closeCurrentTabFreq: No. of times that a worker closes the current tab
while working on a task.

— windowFocusBlurFreq: No. of times that the window related to the task
goes in and out of focus until task completion by the crowd worker.

— scrollUp/DownFreq: No. of times that a worker scrolls up or down while
working in a task respectively.

— transitionBetweenUnits: No. of times a worker moves the cursor from
one unit to another in the task.

— totalMouseMoves: The total no. of times that a worker moves the cursor
within the task.

5.2 Predicting Worker Types

By exploiting the expert annotated HITs and the features defined based on
worker behavioural traces described earlier, we train and test a random forest
classifier to predict worker types at the end of a completed task. We distinguish
models for tasks with and without ‘gold questions’ (i.e., questions with known
answers used to check for work quality). We study the effectiveness of our
supervised models to predict worker type in CC and IF tasks with varying
task complexity. Tables 3 and 4 present Accuracy and F-Measure (to account
for unbalanced classes) of our supervised worker type classifiers evaluated using
10-fold cross validation over IF and CC tasks.

We can observe that it is easier to predict worker types when gold questions
are available in the task. We also observe higher accuracy of automatic worker
type classification for IF in comparison to CC tasks. Moreover, as longer tasks
typically provide more behavioral signals, they lead to better automatic clas-
sification of workers in our typology. A similar conclusion can be drawn for
less difficult tasks where worker types can be better distinguished. Due to
the imbalance in the different worker types, we also ran undersampling and
oversampling experiments, that yielded similar results.

Additional results from the supervised classification evaluation showed that
the easiest worker types to be predicted are CW (91% accuracy) and DW (87%
accuracy) for CC tasks and DW (88.7% accuracy) and FD (86.6% accuracy)
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Table 3: Supervised worker type classification evaluation for IF tasks with

varying task complexity.

with Gold Questions w/out Gold Questions
HIT Length Accuracy | F-Measure | Accuracy | F-Measure
10 7.3 0.748 73.6 0.679
20 74 0.701 74 0.691
30 81.4 0.786 79.8 0.763
HIT Difficulty | Accuracy | F-Measure | Accuracy | F-Measure
Level-I 82.3 0.779 80.5 0.754
Level-11 79.4 0.77 74.6 0.718
Level-I11 72.3 0.691 64.2 0.587

Table 4: Supervised worker type classification evaluation for CC tasks with

varying task complexity.

with Gold Questions w/out Gold Questions
HIT Length Accuracy | F-Measure | Accuracy | F-Measure
20 69.02 0.671 58.6 0.532
30 84.5 0.828 75.6 0.712
40 80.3 0.768 78.7 0.729
HIT Difficulty | Accuracy | F-Measure | Accuracy | F-Measure
Level-1 4.7 0.714 70 0.643
Level-IT 77.5 0.746 67.4 0.611
Level-II1 72.5 0.696 64.5 0.59

for IF tasks. Most confused worker types by our models are SW classified as
CW for CC tasks and CW classified as DW for IF tasks. Feature selection
by Information Gain shows that the most predictive features to automati-
cally predict the worker type are mouse movement, windows focus frequency,
the task completion time, the score, and tipping point” computed from gold
questions (when available).

6 Evaluation and Implications
6.1 Benefits of Worker Type Information

In this section we investigate the potential benefit of automatically classifying
workers as per the granular typology introduced in this paper. We analyze the
average accuracy of the first 5 workers of each type who submit their responses
(where the worker type is considered according to the expert annotations). In
typical crowdsourcing tasks where redundancy is required, 5 judgments has
been considered the norm (Vuurens and De Vries, 2012). By comparing this
to the classic setting where worker type is unknown (No Type), i.e., the first 5
responses overall without considering worker types, we can measure the weight
of worker type information.

7 First point at which a worker provides an incorrect response after having provided at
least one correct response (Gadiraju et al., 2015b).
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Fig. 8: Average accuracy (scaled on the y-axis) and task completion time (scaled on the
y2-axis) of the first 5 judgments received from different worker types in the (a) image tran-
scription and (b) information finding tasks. CW: Competent Workers, DW: Diligent Workers,
FD: Fast Deceivers, LW: Less-competent Workers, RB: Rule Breakers, SD: Smart Deceivers, SW:
Sloppy Workers, NT (No Type): First 5 judgments without considering worker type.

Figure 8 depicts the benefit of having prior knowledge of worker types.
We see that in both image transcription and information finding tasks CW and
DW outperform the No Type setting. Moreover, in case of CW a high level of
accuracy is observed with a fairly low task completion time. This makes the
competent workers (CW) preferable when compared to diligent workers (DW)
who tend to take more time. We also note that the average performance of CW
(M=83.24, SD=8.08) across all image transcription tasks (Fig. 8(a)) is sig-
nificantly better than No Type (M=60.9, SD=17.62) with t(8)=4.5, p<.001.
Note that the other worker types apart from CW and DW can be considered
detrimental, and automatically detecting these workers is an effective way to
separate them from the worker pool.

Similarly, in case of the information finding tasks (Fig. 8(b)), we note that
the average performance of CW (M=81.96, SD=8.33) is significantly better
than No Type (M=14.7, SD=22.1) with t(8)=5.04, p<.001. We allude the
poor performance of No Type in case of the information finding tasks to the
inherent task complexity of the tasks. Since these tasks require relatively more
time for completion the first responses tend to be submitted by workers who
complete tasks very quickly (and with low accuracy, for e.g., FD or SW). In a
typical crowdsourced task, requesters finalize units when a certain number of
judgments are received. Thus, we observe an adverse effect on the quality of
responses in the absence of pre-selection.

6.2 Results: Automatic Worker Classification for Pre-selection

Here, we assess the impact of worker type predictions made by the proposed
ML models described earlier. Once again we consider the first 5 judgments
submitted by workers of each type (worker type as predicted by the clas-
sifer). We compare our proposed worker type based pre-selection method with
the standard approach of using qualification tests which we refer to as the
Baseline. In the Baseline method, we consider the first 5 responses from
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Fig. 9: Average accuracy (scaled on the y-axis) and task completion time (scaled on the
y2-axis) of the first 5 judgments received from different automatically predicted worker
types in the (a) image transcription and (b) information finding tasks. The different worker
types presented here are as follows. CW: Competent Workers, DW: Diligent Workers, FD: Fast
Deceivers, LW: Less-competent Workers, RB: Rule Breakers, SD: Smart Deceivers, SW: Sloppy
Workers, NT (No Type): First 5 judgments without considering worker type, BL (Baseline):
First 5 judgments from workers who passed the standard pre-selection test.

each worker to be a part of the qualification test. Only workers who achieve
an accuracy of > 3/5 in the qualification test are considered to have passed
the test. This follows our aim to replicate a realistic pre-screening scenario®.
To compare the Baseline method with our proposed approach of worker type
based pre-selection, we consider the first 5 judgments submitted by workers

who passed the qualification test.

Figure 9 presents the results of our evaluation for the two task types. In
case of the image transcription tasks (Fig. 9(a)) we note that on average across
all tasks, CW (M=81.03, SD=8.52) significantly outperform workers in the No
Type setting (M=60.9, SD=18.69) with t(8)=5.04, p<.0005. Interestingly, the
task completion time (in mins) of CW (M=3.5, SD=0.85) is slightly more than
that of No Type (M=2.93, SD=0./8) with ¢(8)=1.86, p<.05. CW also perform
significantly better than the Baseline method (M=74.41, SD=14.06) with
t(8)=1.86, p<.05. The differences in task completion time between CW and
the Baseline method were not statistically significant, indicating that worker
type based pre-selection of CW can outperform existing pre-selection methods
in terms of quality without a negative impact on the task completion time.

For the information finding tasks (Fig. 9(b)), we note that on average
across all tasks CW (M=76.59, SD=11.3/) significantly outperform workers
in the No Type setting (M=1/4.44, SD=23.6) with t(8)=5.04, p<.0005. In
addition, we also observe that CW significantly outperform workers that are pre-
selected using the Baseline method (M=67.26, SD=14.92) with ¢(8)=1.86,
p<.05. The task completion time (in mins) of CW (M=7.87, SD=3.56) is not
significantly different from that of the Baseline method (M=7.62, SD=38.45).

8 CrowdFlower suggests a min. accuracy of 70% by default.
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Fig. 10: Task turnover time and the number of workers required for task turnover on
average across all (a) image transcription and (b) information finding tasks. CW: Competent
Workers, DW: Diligent Workers, No Type: First 5 judgments without considering worker type,
Baseline: First 5 judgments from workers who passed the standard pre-selection test.

6.3 Task Turnover Time

The amount of time required to acquire the full set of judgments from crowd
workers, thereby completing and finalizing a task considering pre-defined cri-
teria (such as qualification tests or pre-selection) is called the task turnover
time. We additionally evaluated the task turnover time of the different image
transcription and information finding tasks when using the proposed typology-
based worker pre-selection in comparison to the Baseline and No Type meth-
ods. Figure 10 presents our findings on average across all the tasks of the
(a) image transcription tasks and (b) information finding tasks. We note that
the average turnover time of the image transcription tasks where CW are pre-
selected (M=4.97, SD=1.47) is negligibly longer than in case of the baseline
method (M=4.98 , SD=1.51), with no statistically significant difference. These
observations also hold for the information finding tasks where we did not find a
significant difference between the turnover times corresponding to using the CW
(M=10.76 , SD=4.96) and Baseline (M=9.8, SD=4.17) methods. Although
we see that the No Type method results in a significantly lower turnover time
when compared to CW with p<.05, as described earlier the accuracy of results
when type information is not considered for pre-selection is relatively much
lower. We note that the number of workers that were required before the task
turnover was not significantly different between CW and Baseline methods
across the different tasks in our experiments.

We present the turnover times and the number of workers required for task
turnover when DW are pre-selected for the sake of comparison. DW pre-selection
results in significantly higher turnover times and requires more workers for task
turnover (p<.001). In tasks without time constraints, requesters can consider
pre-selecting DW in addition to CW due to their high result accuracy.

7 Discussion and Caveats

Over the last 3 years there has been a surge in the number of new task
requesters on the Amazon MTurk platform (over 1,000 new requesters per
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month) (Difallah et al., 2015). Tasks designed by less experienced requesters
can be easy targets for fast deceivers (FD) and smart deceivers (SD) alike. In
this paper, we have shown that FD and SD take the least amount of time to
provide responses despite of task complexity. There are two adverse effects of
this behavior; (i) FD and SD can access a lot of available work that is suscep-
tible to their behavior in the marketplace due to their quick task completion
times. (ii) Due to the fact that responses provided by FD and SD cannot be
easily distinguished from genuine workers on the fly, requesters accept the va-
lidity of their responses, thereby depriving other more suitable workers from
participating in the task. Requesters thus face the dual-curse of getting sub-
optimal returns for their investment in terms of response quality, and would
require to deploy the tasks once again on discovering poor quality through a
post-hoc analysis. In this context, automated pre-selection of workers based
on their behavior, as proposed in this paper can help requesters in improving
their costs-benefits ratio while assuring the reliability and speed of produced
results.

We also investigated the effect of task complexity on worker behavior. From
our experiments, we found that with increasing task complexity the fraction
of underperforming workers increases. In complex tasks it is therefore all the
more important to pre-select workers who are capable of performing accurately
as exhibited by competent and diligent workers (CW, DW).

The importance of distinguishing between CW and DW is realized when re-
questers need to account for cost-bound constraints (time, money). In such
cases CW are more desirable. Although workers of other task types are found
to be detrimental, detecting each type of workers can facilitate personalized
feedback and training that can improve the overall effectiveness of crowd work
in the long run. Thus, we argue in favor of the typology-based prediction and
pre-selection of workers, more so in tasks with high complexity due to the clear
benefits in quality. At the same time, the automated detection of worker types
provides an opportunity to identify less-competent workers LW and help them
improve their performance. Prior works have shown that providing feedback to
workers regarding their performance and helping them to reflect on instances
where they were wrong or provided suboptimal responses, allows workers to
improve their performance (Dow et al., 2012; Gadiraju et al., 2015a; Taras,
2002). Thus, by automatically detecting less-competent workers (LW), one
can provide additional training and feedback to these workers and help them
improve their performance. In this way, a less-competent worker can become
more competent overtime after acquiring sufficient support, preventing his/her
alienation in the crowd through automatic classification.

Finally, in our previous work we found that the device type of workers can
potentially influence their performance in crowdsourced microtasks (Gadiraju
et al. (2017a)). In similar settings, we found less than 7% of workers to be
using mobile devices. Coupled with the high number of distinct workers who
completed our tasks in each task configuration, we believe the device type
would not have a significant impact on the overall comparison in the analysis
presented in this work.



Behavioral Traces for Crowd Worker Modeling and Pre-selection 23

8 Conclusions and Future Work

We collected worker activity data in 1,800 HITs with varying length, type, and
difficulty. We refined the existing understanding of worker types and extended
it by considering the dimensions of motivation, performance and behavior
within a worker typology.

We experimentally showed that it is possible to automatically classify work-
ers into granular classes based on supervised machine learning models that
use behavioral traces of workers completing HITs. Leveraging such worker
type classification, we can improve the quality of crowdsourced tasks by pre-
selecting workers for a given task. Thus, we found that crowd worker behavioral
traces can be leveraged to classify workers in a fine-grained worker typology
that can be used for better worker pre-selection (RQ#1).

We modeled task complexity and studied the impact of task complexity
on worker behavior across two different task types; content creation tasks and
information finding tasks. Based on our experiments and results we have shown
that pre-selection based on worker types significantly improves the quality of
the results produced, especially in tasks with high complexity (RQ#2).

For image transcription tasks our method yielded an accuracy increase of
nearly 7% over the baseline and of almost 10% in information finding tasks,
without a significant difference in task completion time of workers (RQ#3).
Since our approach is based on gathering behavioral signals from a worker dur-
ing the pre-screening phase, no prior information about a worker is required.
This has important implications on structuring workflow.

In this paper, we highlighted clear benefits of distinguishing beyond good
and bad workers in image transcription and information finding tasks. This is
not just useful for requesters to attain better and faster results from crowd-
sourcing platforms but can also be leveraged to support crowd workers by
helping them to understand their performance and contributions better, and
improve over time.

Prior work has discussed that requesters should consider the context in
which workers are embedded while contributing work in online labour mar-
kets (Martin et al., 2014; Gadiraju and Gupta, 2016). The work environments
may not always be appropriate, and the devices that workers use to complete
tasks may not be ergonomically suitable. Recent work has brought to light the
influence of task clarity on the quality of work that is produced (Gadiraju et al.,
2017c¢). Supporting such previous works that reflect on the wide landscape of
quality in crowdsourced microtasks, our results show clear benefits in automat-
ically typecasting workers in the pre-selection phase. However, employing such
mechanisms should not alienate or discriminate against less-competent work-
ers (LW). On the contrary, such workers should be supported in a manner that
allows them to learn and transform into more effective and capable contribu-
tors (Dow et al., 2012). Power asymmetry between workers and requesters in
crowdsourcing marketplaces has been acknowledged as an issue, and addressed
by recent works (Irani and Silberman, 2013; Gaikwad et al., 2016). Thus, it is
important to consider other factors that promote fairness and transparency in
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the marketplace. Aiding, helping and training workers to learn and improve
their performance in microtasks (Gadiraju et al., 2015a; Gadiraju and Dietze,
2017) can have a positive impact on the mutual trust between workers and
task requesters. Our results suggest that there is a need to support workers so
that they become more effective and efficient (especially those who complete
tasks while exerting genuine effort, such as the less-competent workers). One
way to achieve this is to provide constructive feedback to workers who do not
pass the pre-selection phase.

In the imminent future, we will also investigate the use of worker behavioral
analytics to support workers in crowdsourcing tasks. We will also evaluate the
use of worker type based pre-selection in other types of crowdsourcing tasks.
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